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Figure 1: C-Auth: A novel authentication method for smart glasses utilizing egocentric view. By leveraging a downward-facing
RGB camera to capture partial face information, C-Auth employs distinct contour lines of the nose and cheeks to establish
secure user authentication.

ABSTRACT
C-Auth is a novel authentication method for smart glasses that ex-
plores the feasibility of authenticating users using the facial contour
lines from the nose and cheeks captured by a down-facing camera
in the middle of the glasses. To evaluate the system, we conducted
a user study with 20 participants in three sessions on different days.
Our system correctly authenticates the target participant versus the
other 19 participants (attackers) with a true positive rate of 98.0%
(SD: 2.96%) and a false positive rate of 4.97% (2.88 %) across all three
days. We conclude by discussing current limitations, challenges,
and potential future applications for C-Auth.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools.
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1 INTRODUCTION
Smart glasses, or AR glasses, are rapidly advancing and hold signif-
icant potential in everyday use including accessing user’s private
information every day [14]. However, authenticating users on smart
glasses is challenging and under-explored. Much of the prior work
requires complex hardware customization to enable user authen-
tication on glasses (e.g., Iris [12]) or requires the user to actively
input gestures [3, 9, 26] or voice [16].

To address this issue, we present C-Auth, a novel and effortless
authentication system on glasses that explores the feasibility of
using the contour line of the nose and face as biometric information
for user authentication. Our system offers seamless authentication
experience by merely wearing the glasses, making it ideal for ev-
eryday applications like payments, banking, and accessing private
information. It only required a miniature RGB camera placed at
the nose bridge facing downward to capture the images of the face.
These captured images are processed by a user-independent deep-
learning algorithm that extracts the contour lines of the nose and
cheeks for authentication. The reason we chose to use contour lines
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instead of raw images for authentication is that images are known
to be easily distorted by environmental noises such as lighting
which can lead to unstable authentication performance. In contrast,
the contour line of the nose and cheeks are relatively invariant to
environmental factors and are relatively stable for each user. These
extracted contour lines are sent to a customized and lightweight
algorithm (dynamic time-warping (DTW)) for user authentication.

To evaluate this system, we conducted a non-consecutive three-
day user study with 20 participants which is a comparable study
size as prior similar works[5, 6, 13, 21, 22]. Using the data collected
in this study, we showed that C-Auth can authenticate a target user
against the attackers ( the other 19 participants) with an average
true positive rate (TPR) of 98.0% (SD: 2.96%) and an average false
negative rate (FNR) of 4.97% (SD: 2.88%) across all days, indicating
its effectiveness in user authentication. The contributions of this
paper are as follows:

• An effort-less authentication system to explore the feasibility
of using the contour line of the nose and cheek as the bio-
metric information for a seamless authentication approach
on smart glasses.

• Implementation of a user-independent segmentation model
incorporating a tailored deep learning algorithm for extrac-
tion of users’ facial contour lines from noisy backgrounds.

• Validation through a user study with 20 participants, affirm-
ing the effectiveness of the proposed authentication methods.

2 RELATEDWORK
User authentication for smart glasses has been explored through
various conventional methods such as voice recognition [16] and
tapping/touch and head movement gestures [3, 9, 26]. However,
these methods necessitate additional user input such as touch, ges-
tures, or voice, which can be inconvenient or vulnerable to password
exposure. Niche sensing methods, based on air and/or bone conduc-
tion [21, 22], have also been investigated for glasses authentication,
achieving performance levels of 73.5% and 97.0% (true positive rate,
TPR) respectively. However, these results may reliable in certain
situations such as noisy environments. Another highly reliable
approach involves iris recognition [12], attaining 100% TPR by em-
ploying infrared cameras to capture eye information. However, this
method requires placing the camera in front of the eyes which is in-
convenient. In contrast, we propose a novel authentication system
that achieves a performance rate of 98.0% by utilizing egocentric
images through the downward-facing camera located in the center
of the smart glasses, providing a secure, affordable, and convenient
authentication solution.

3 RESEARCH IDEA
Our primary research focus is to leverage partial facial images
captured by a downward-facing camera positioned on the center
of the glasses (See. Figure 1). This camera provides visibility of
users’ noses and upper cheeks. Despite being incomplete, we pro-
pose that the facial contours of the noses and upper cheeks reflect
biometric distinctions between individuals and could potentially
contain sufficient information to differentiate users. To validate
our idea, we address two research questions in this paper: (1) Can
C-Auth accurately extract facial contour lines from RGB images

captured by the downward-facing camera in smart glasses? and
(2) Can partial facial contour lines serve as distinctive features for
user authentication? To answer these questions, we developed a
prototype and conducted a user study to assess the performance
of our image segmentation and authentication models, which are
detailed in the following sections.

4 SYSTEM DESIGN
4.1 Hardware Prototype
Our prototype utilizes a glass frame to accommodate a downward-
facing RGB camera (b006605 RGB Arducam). The camera has di-
mensions of 11.5mm × 9.5mm and a fixed field of view (FOV) of
160°. We affixed the camera to the nose bridge of the frame and
connected it to a Raspberry Pi using a flexible cable. The captured
images are saved at a resolution of 200 by 200 pixels with a frame
rate of 15 FPS. The lower half of the glass frame is removed to
capture facial contours, as illustrated in Figure 1, which is similar
to many of the everyday wearing smart glasses such as ( Google
Glass1 and future smart glasses [15, 25].

4.2 Segmentation Model
In our preliminary experiments, we assessed the performance of
existing deep learning segmentation algorithms, such as skin detec-
tion [17] and body segmentation [11]2. However, these methods did
not deliver satisfactory outcomes when applied to our dataset due
to the unique camera angles employed in our images, specifically
the downward-facing perspective. Thus, we decided to develop
our own user-independent segmentation model, called EgoFaceNet,
using the Unet architecture and synthetic data.

Figure 2: Synthetic image data

4.2.1 Synthetic Image Data. To develop our segmentation algo-
rithm, a substantial dataset is required for model training. How-
ever, collecting the large dataset was challenging, so we employed
image synthesis techniques to augment our dataset. Initially, we
collected the dataset against a monochromatic background to gen-
erate ground-truth masks (see Section 5 for participant data details),
which facilitated the segmentation of facial information, as depicted
in Figure 2 (a). Subsequently, using these training data masks as a ba-
sis, we augmented our original dataset in the followingways: tuning
1https://www.google.com/glass/start/
2https://blog.tensorflow.org/2022/01/body-segmentation.html
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the skin to different colors (b), replacing the background with other
background images3 (c), and varying the light conditions across
different intensities (d). These augmentation techniques increased
the diversity and size of our dataset, benefiting the segmentation
process for images with unseen noise backgrounds.

4.2.2 Pipeline and Training. Our segmentation model uses a UNet
[2, 8, 19, 24] architecture, taking input images from our prototype
to generate a segmented mask with white pixels representing skin
and black pixels representing the background. It takes input images
from our prototype, producing a segmented mask with white pixels
representing skin and black pixels representing the background.
The Resnet18 encoder[7] extracts key features while mitigating
gradient vanishing and information loss. The model outputs logits
transformed into probabilities using a sigmoid layer, with a thresh-
old of 0.5 for pixel classification to determine whether each pixel
belongs to the background or the skin. Using the data collected
from study (detailed in the next section), we employed the leave-
one-participant-out evaluation, training individual models for each
participant while excluding their own data and incorporating data
from all other participants. During training, images underwent
skin color changes (50%), background replacement with random
noise (10%) or egocentric images (90%), and variations in light con-
ditions. The models were trained with 40 epochs, Adam optimizer,
0.001 learning rate, and binary cross-entropy loss [20, 27].

4.3 Authentication Algorithm
We utilize a light-weighted Dynamic Time Warping (DTW) [10]
as our authentication algorithm, which only needs a few samples
from each user for authentication.

4.3.1 Adjusting and Extracting Facial Contour Lines. For each time
a user mounts the glasses on, the glasses could slant at a slightly
different angle, causing misalignment of the facial contour lines as
shown in Figure 3 (a). For contour alignment, the segmented images
would be rotated to adjust both sides of the nose contour to the
same level (b). After adjustment (c), we extract the facial contour
lines using a binary thresholding technique 4 using OpenCV (d).

Figure 3: Adjusting and extracting facial contour lines

4.3.2 Reference Set and Dynamic Time Warping (DTW) Algorithms
for Authentication. To authenticate users, our system needs to first
collect a few sample facial contour lines for each user. Then we
calculate a threshold by calculating the average distances and stan-
dard deviation using the DTW algorithm [10] among the reference
contour lines. The threshold was set as the mean plus 1.5 times
the standard deviation. When an unknown user’s contour line was
used for authentication, this algorithmwill compare the distance be-
tween this unknown contour line and the contour lines in the user’s
3https://ego4d-data.org/
4https://docs.opencv.org/4.x/d7/d4d/tutorial_py_thresholding.html

reference set. If the minimum distance is below the aforementioned
threshold, it indicates that this unknown user is authenticated as
the target user. Otherwise, it will be rejected by the system as a
different user.

5 USER STUDY
We conducted a user study involving 20 participants (mean age:
22, SD: 4.5), including 10 males, with an age range of 19 to 29, to
evaluate our segmentation and authentication models. They visited
the lab on three non-consecutive days while wearing different sets
of clothing. The skin colors of them range from white to light tones.

5.1 Experiment Setup

Figure 4: Study setting and procedure

The data collection process involved two separate rooms, each
serving a specific purpose. Room 1 was used to collect training data
for the segmentation model, utilizing a green chroma key back-
ground for clear facial area extraction to serve as the ground truth
of the segmentation model training dataset. In contrast, Room 2
replicated a real-world environment with chairs, computers, and
monitors, providing a noisy background to evaluate both segmen-
tation and authentication models. Figure 4 illustrates these setups.

5.2 Procedure
To evaluate the long-term performance of our system, participants
were involved in three separate sessions conducted on different
days. Session 1 consisted of two parts conducted in different rooms.
In the first part, participants wore the prototype and performed
natural face movements for 3 minutes in Room 1. To account for
potential shifts in the device position, participants remounted the
glass frame by completely removing and wearing it back 10 times.
Approximately 2,700 training images were recorded at a frame
rate of 15 FPS per participant. These images served as the training
dataset for the segmentationmodel. The second part, within Session
1, took place in Room 2, simulating a noisy office environment
(Figure 4). Participants remounted the device every 10 seconds
for a total of eight times, with three trials forming the reference
set and the remaining five trials as the testing set. In Sessions 2
and 3, participants repeated the process of remounting the device
five times in Room 2, serving as testing sets lasting for 10 seconds
each. Each user contributed three reference samples and 15 testing
samples (five per session) throughout the three-day study (Table 4).

6 EVALUATION
6.1 Segmentation Performance
The evaluation of our segmentation model was conducted using
the images collected in Room 2, which featured a noisy background.
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These images were not used in training the model. To assess the
accuracy of model’s predictions, we employed the Intersection over
Union (IoU) metric, which is widely used in binary segmentation
tasks [18, 23]. For each session, we randomly selected five images
per participant, resulting in a total of 300 images. We manually seg-
mented these images by hand-drawing the facial contour lines to
create the ground-truth masks. Subsequently, we evaluated the per-
formance of all our user-independent models. The results showed
that our user-independent model achieved reliable segmentation of
user facial parts, with an average IoU of 97.11% (0.47%) across all
sessions, enabling accurate delineation of facial contour lines.

6.2 Authentication Performance
6.2.1 Evaluation Metrics. We evaluated the performance of the
system to authenticate each user against the other 19 users using the
contour line data collected the studies. For evaluation, we assessed
True Positive Rate (TPR) for login success and False Positive Rate
(FPR) for attack success [4]. Each target participant underwent 15
login trials for TPR and faced 285 attack trials from the other 19
participants (attackers) for FPR evaluation.

6.2.2 Login Success: True Positive Rate. On average, our system
achieved a TPR of 81.0% (SD: 16.93%) across all three sessions. In
the first session, the TPR was high at 94.0% (SD: 11.42%), but some
participants experienced a decline in TPR during the second and
third sessions, with an average of 76.0% (SD: 29.45%) and 73.0% (SD:
29.2%), respectively (Figure 5). We attribute this decrease to the
limited size of our reference set. In the second session, participants
data showed more variation due to changes in how they wore the
device, resulting in slightly different captured facial contour lines
compared to the first session (participants P01, P03, P12, and P14).
To address this issue, we expanded the reference set by adding two
facial contour lines from the first and second trials in session 2.
After this adjustment, the system showed promising results, with
an average TPR of 98.0% (SD: 2.96%) across all three sessions. The
TPR performance improved to 97.0% (SD: 7.33%), 100.0% (SD: 0.0%),
and 98.0% (SD: 6.16%) in the respective sessions. We discuss the
form factor and remounting issues in the discussion section.

6.2.3 Attack Success: False Positive Rate. The FPR of our system
achieved an average of 4.82% (SD: 4.37%) across three sessions, with
rates of 4.47% (SD: 4.16%), 4.21% (SD: 4.11%), and 5.53% (SD: 4.39%)
in each session, respectively. While the average FPR appears low
(with all other participants achieving less than 10.0%), there were
notable higher FPRs for participants P01 and P03, at 14.74% (SD:
3.16%) and 10.88% (SD: 0.66%), respectively. We observed that these
participants had relatively similar facial contour lines, making it
easier for them to attack each other. After adding two reference
contour lines from Session 2, although the FPR slightly increased
to 4.97% (2.88%) across the three sessions, we observed that the
FPR for both participants decreased from 14.74% to 11.23% and
from 10.88% to 9.47%, respectively. Adding more references helped
set a tighter threshold for distinguishing between genuine users
and attacks, thus improving the system’s performance in detecting
attacks. However, our model may still face challenges when dealing
with individuals who have similar facial contour lines. We discuss
potential strategies to handle this issue in the discussion section.

Figure 5: Authentication Performance

7 DISCUSSION AND FUTUREWORK
Our paper aims to show the feasibility of this novel sensing ap-
proach, which is a starting point for future work. We evaluated the
performance of 20 participants in a three-day experiment.

The study size is comparable ( if not better) to similar prior work
[5, 6, 13, 21, 22], which evaluated 10 to 23 participants. Furthermore,
we evaluated C-Auth across three different days, which were not
tested at all in many of these works [12, 13, 21, 22].

The performance is promising. However, there are many meth-
ods that can further improve the performance such as FPR. For
instance, increasing the reference set through continuous and pas-
sive collection from users in various situations can help accommo-
date facial changes over time. Integrating our system with other
authentication methods like gestures, touch, or voice and context
information (e.g., Bluetooth pairing) can further help reduce the
FPR. Furthermore, our system only used the contour lines for au-
thentication to ensure the performance is robust against noises
(e.g., lighting). However, using other biometric information, such
as skin color and texture, can further enhance performance with
advancements in CV algorithms and cameras.

Improving stability after remounting the device can help secure
consistent facial contour lines. One solution is to add nose pads
and design balanced glass legs, similar to commercial products like
Epson’s Moverio [1]. Our prototype can also be adapted to the
current full-framed glasses form factor, which may partially cover
some contour lines on the sides but still capture the middle of the
facial contour lines, potentially contributing to unique patterns
based on face size and nose height. Exploring different sizes and
types of glasses is our future plan for system enhancement.

We believe our current study successfully shows the feasibility
of our sensing method as the proof-of-concept. Our next step is
to collect data from a larger and more diverse population (e.g.,
age) which will be used to evaluate and optimize our system for
real-world deployment.

8 CONCLUSION
C-Auth allows smart glasses to authenticate users using contour
lines of the nose and cheek captured by a downward-facing camera
on glasses. Through a user study with 20 participants, it showed
promising authentication performance with a TPR of 98%.
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