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ABSTRACT
We present EchoSpeech, a minimally-obtrusive silent speech inter-
face (SSI) powered by low-power active acoustic sensing. EchoS-
peech uses speakers and microphones mounted on a glass-frame
and emits inaudible sound waves towards the skin. By analyzing
echos from multiple paths, EchoSpeech captures subtle skin defor-
mations caused by silent utterances and uses them to infer silent
speech. With a user study of 12 participants, we demonstrate that
EchoSpeech can recognize 31 isolated commands and 3-6 figure
connected digits with 4.5% (std 3.5%) and 6.1% (std 4.2%) Word Er-
ror Rate (WER), respectively. We further evaluated EchoSpeech
under scenarios including walking and noise injection to test its
robustness. We then demonstrated using EchoSpeech in demo ap-
plications in real-time operating at 73.3mW, where the real-time
pipeline was implemented on a smartphone with only 1-6 minutes
of training data. We believe that EchoSpeech takes a solid step
towards minimally-obtrusive wearable SSI for real-life deployment.

CCS CONCEPTS
•Human-centered computing→Ubiquitous andmobile com-
puting systems and tools; Gestural input; •Computingmethod-
ologies → Speech recognition.
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1 INTRODUCTION
Silent speech interface (SSI) has drawn increasing attention lately.
Compared with voiced speech, silent speech does not require the
users to vocalize sounds, which expands its application scenarios
to where voiced speech is limited. For instance, SSI can be used in
noisy environments where voiced speech may suffer from severe in-
terference or in quiet places and other scenarios where it is socially
inappropriate to speak out loud. A recent study founds out that SSI
are more socially acceptable than voiced speech, and that users are
willing to tolerate more errors [46]. Studies also found that social
awkwardness and privacy concerns are important factors affecting
user’s perception of and willingness to use voice assistants [51, 65].
By removing the need to speak out loud, SSI better preserves pri-
vacy. These advantages make SSI promising in expanding the use
case of voice assistant with a silent voice assistant. In addition, SSI
opens up brand new opportunities where voiced speech has not
touched. For instance, SSI can be used to input password without
leaking out sounds to the environment. Collaborators in a shared
workspace can use SSI to instruct AI agents without disturbing
each other.

Despite these promising benefits, there exists substantial chal-
lenges preventing existing SSI technologies from being widely used.
The most popular SSIs use cameras to capture lip movements. How-
ever, these methods require the presence of a camera without se-
vere occlusion, which limits its availability. The wearable commu-
nity comes up with various solutions to address this limitation.
However, most of them require placing skin-contacting sensors
inside the mouth [4, 6, 18, 21, 30–33, 39, 52] or on the frontal
face [28, 29, 41, 42, 54, 62, 63], which may not be physically or
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Figure 1: System layout and echo profiles. (a-b)Final sensor position and signal paths. S1, S2: speakers; M1, M2: microphones.
P1-P4: Paths. Note that each path consists of multiple path reflection and diffraction that originates from the source speaker
and ends at the target microphone. The lines in the figure only illustrate the sources and targets. (c) Echo profiles for different
utterances.

socially comfortable. Recent research tries to place less-obtrusive
sensors at less-visible positions such as behind the ear [55] or under
the chin [50]. However, such positions can only provide limited
information thus requiring extra effort such as speaking slowly [55]
to ensure performance. Additionally, wearing such devices for an
extended period of time may still be uncomfortable [55]. Contact-
free SSIs do not need sensors to be tightly coupled with the skin
and have drawn recent attentions. Promising results are seen on
necklace-mounted camera [71] and in-ear acoustic sensing based
SSIs [25]. However, camera-based methods often suffer from high
power consumption and privacy concerns [71], while in-ear sys-
tems may still be uncomfortable for long-term wearing.

Tomake thingsworse, lack of a reliable, comfortable andminimally-
obtrusive form factor is not the only obstacle faced by wearable
SSIs. Performance is another key challenge. The ability to recognize
speech with natural speaking speed and style (e.g., continuously
speaking out multiple words together without pausing) is key to-
wards a natural and user-friendly SSI. However, most wearable
SSIs are only able to recognize a pre-defined set of discrete com-
mands [7, 28, 34, 71, 72]. Some have extra restrictions such as speak-
ing slowly [25, 55], remaining still [71], exaggerating speech [23],
or were only evaluated in-session [23, 28]. In addition, the ability
to recognize speech at a sentence level is still extremely limited in
wearable SSIs. The past year witnessed most of such advancements
in works such as MuteIt [55] and EarCommand [25]. However,
their abilities to recognize continuous and connected speech are
still limited (discussed in Section 2.3).

To address these challenges, we propose EchoSpeech, aminimally-
obtrusive contact-free SSI that is able to recognize both discrete
and continuous speech. EchoSpeech is powered by active acoustic
sensing using miniature speakers and microphones mounted on
the lower edge of a commercial off-the-shelf (COTS) glass-frame
to track lip and skin movements from multiple paths. We designed
a customized deep learning pipeline with connectionist temporal
classification (CTC) loss that enables EchoSpeech to recognize both
discrete and continuous speech without segmentation needed. We
evaluated EchoSpeech with a study of 12 participants and demon-
strate that EchoSpeech achieves a WER of 4.5% (std 3.5%) and 6.1%
(std 4.2%) in recognizing 31 isolated commands and 3-6 figure con-
nected digits spoken at a speed of 101 words per minute (wpm).
To minimize training effort from new users and improve perfor-
mance, we designed a two-step (pre-training + fine-tuning) training
scheme. We demonstrate that with only 6-7 minutes of training
data, EchoSpeech achieves 9.5% and 14.4% WER on recognizing
isolated and connected speech. We further demonstratedEchoS-
peech’s robustness in scenarios such as walking and noise injection.
To demonstrate the use case and effectiveness, we applied EchoS-
peech in four real-time demos on a low-power variant operating at
73.3mW.

We summarize our contributions as follows:

• We propose EchoSpeech, a minimally-obtrusive, contact-free
SSI powered by active acoustic sensing on a glass-frame that
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recognizes both isolated and connected speech with around
5% WER.

• To our knowledge, EchoSpeech is the first SSI on a single
glass-frame.

• We propose a CNN-based segmentation-free silent speech
recognition pipeline for acoustic sensing.

• We evaluated EchoSpeech under multiple scenarios and
demonstrate its use case with a real-time demo implemented
on a smartphone.

2 RELATEDWORK
In this section, we summarize existing silent speech interfaces and
discuss their links to this work.We start by briefly summarizing non-
wearable SSIs and then discuss wearable systems in two categories:
contacting and contact-free silent speech interfaces depending on
whether the sensors need physical contact with the skin.

2.1 Non-wearable SSI
Silent speech recognition, as well as similar related tasks known as
lip reading or video captioning has been extensively studies in the
computer vision community. Large datasets with videos captured
by frontal cameras under various scenarios have been established,
from controlled lab settings [2, 10, 19, 48, 49, 74] to unconstrained
free-living scenarios [8, 9, 69]. SSIs using cameras cover various
granularities ranging from isolated commands [15, 17, 49, 56, 61, 74]
and sentences [3, 8, 9, 24, 36, 57, 67], to sound restoration [1, 5, 11,
14, 43, 44, 60]. Despite their impressive performance, the drawbacks
are also evident: they require users to be present in front of a camera
without severe occlusion, which may not be portable and may raise
privacy concerns.

A workaround to the portability issue is deploying the system
on mobile devices, which has drawn increasing attention lately.
Researchers explored using the built-in camera [45, 56] or speaker
and microphone [16, 40, 70, 73] of the smartphone to capture lips
movements and infer silent speech from them. These systems did
an excellent job in utilizing existing resources. However, they still
require holding the phone in the hand. For a real hands-free and
eyes-free system, fully wearable solutions are needed.

2.2 Contacting SSI on Wearables
Due to the difficulty in scaling up data collection, the wearable com-
munity strives to capture as much high quality information as pos-
sible. Directly placing sensors on the articulators in the mouth is an
efficient way to capture such information. For instance, magnetome-
ters have been placed on the tongue and/or lips to directly capture
tongue/lip movements[4, 6, 18, 21, 30, 31, 52]. For similar purposes,
capacitive sensors were also used inside of the mouth[32, 33, 39].
This approach has demonstrated promising results in recognize a
large set of words [33] or even sentences such as connected dig-
its [21]. However, these systems are highly obtrusive and many
users might find putting artifacts inside the mouth uncomfortable.

For improved comfort, researchers also explored putting sen-
sors externally to capture signals that reflect internal movements.
In this category, ultrasonic imaging uses skin-contacting probes
usually tightly under the chin to obtain direct imaging of the in-
ternal structures to infer silent speech [12, 13, 27, 35, 58, 68] or

even synthesize voices [35]. Another well-explored direction uses
electromyography (EMG) to infer silent speech from muscle move-
ments represented by EMG signals. This approach requires attach-
ing multiple electrodes on the skin, mostly on the frontal face and
the chin [28, 29, 41, 42, 54, 63]. Similar approaches with different
sensing principles include placing RFID tags around the mouth to
capture lip and cheek movements [62], using electrodes around
the head to capture electroencephalography (EEG) signals [59] and
analyzing vocal tract shape using MRI signals [47].

However, wearing multiple sensors on the frontal face may not
be physically or socially comfortable. More recent work tries to
mitigate this issue by exploring less obtrusive sensor locations
such as motion sensors behind the ear [55] or under the chin [50].
Specifically, MuteIt [55] achieves impressive performance especially
in recognizing unseen words. However, it requires users to speak
slowly. In addition, these approaches still require users to wear skin-
contacting devices which may not be comfortable for long-term
deployment (e.g., most users thought that MuteIt was confortable
to wear for less than 2 hours [55]). Such limitations in contacting
SSIs inspire researchers to explore contact-free solutions.

2.3 Contact-free SSI on Wearables
Compared with putting sensors contacting the skin, contact-free
SSIs are usually more comfortable and user-friendly. However, they
face more challenges in obtaining high quality signals because sen-
sors need to be put relatively far away from the articulators. This
area has not been thoroughly explored but is drawing increasing
attention lately. Research in this area usually targets minimal obtru-
siveness, trying to deploy the system on COTS form factors. Recent
advances include putting camera(s) on earphones/headphones [7]
or on a necklace [34, 71], acoustic sensors on a VR headset [72] and
infrared distance sensors on eyewear with an extended pole [23].
However, most of them [7, 23, 34, 72] were only evaluated at a lim-
ited scale with a small command set or in-session [23]. In addition,
cameras usually consume a lot of energy (e.g., SpeeChin’s sensing
unit operates at 2.4W [71]) and have significant privacy concerns.

Another line of work falls at the boundary of contacting and
contact-free systems, where sensors themselves are contact-free
but the form factor needs to be tightly attached to the skin. For
instance, motion sensors [20] and strain sensors [37] have been
deployed on a mask. However, these systems only achieve limited
performance, likely due to lack of a reliable representation of artic-
ulator movements. Another promising direction is earables, where
recent work EarCommand [25] demonstrates encouraging results
using in-ear acoustic sensing. However, EarCommand experiences
significant performance drop while tested across sessions. Addi-
tionally, compared with fully contact-free systems, these systems
still have disadvantages during long-term wearing.

In both contacting and contact-free SSIs, continuous recognition
ability is still extremely limited. Most recent advances come from
MuteIt [55] and EarCommand [25]. The former breaks down words
into phonemes to gain ability to adapt to unseen words. However,
it requires users to speak slowly and did not evaluate continu-
ous speech with normal speed. The latter demonstrates promising
results in recognizing 27 pre-defined sentences. However, these
sentences were short (2-5 words) and uttered slowly (5-13s per
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sentence) with long pauses between sentences. It is unclear how it
generalizes to unseen sentences spoken at a normal speed.

Compared with previous work, EchoSpeech provides a low-
power, minimally-obtrusive contact-free silent speech interface
powered by active acoustic sensing. To our knowledge, EchoSpeech
is the first contact-free SSI deployed on a single glass-frame. It
deploys miniature speakers and microphones on the lower edge of
a COTS glass-frame and achieves around 5% cross-session WER in
recognizing 31 isolated commands and 3-6 figure connected digits
that are spoken at 101 wpm.

3 THEORY OF OPERATION
In this section, we first explain the rationale and demonstrate the
principles behind EchoSpeech.We then explain the rationale behind
the current design by explaining our design goals.

When people speak, whether with or without vocalizing voices,
muscles on the face drive different parts of the face to move. Among
these parts, lip movements are especially useful in inferring speech.
As demonstrated in previous work such as EarIO [38], active acous-
tic sensing works reliably in tracking subtle skin deformation when
placed behind the ear. EchoSpeech uses a similar sensing princi-
ple. We mount speakers and microphones on the glass-frame close
to the face. The speakers emit encoded sound waves, which are
reflected and diffracted by various facial parts including the lips
and captured by microphones. With our form factor setup in Fig-
ure 1(a-b), speakers and microphones are mounted on different
sides of the face. Signals emitted by speakers travel across the face
through different paths and are captured by microphones on the
other side of the face. To demonstrate how the system captures
facial movements during speech, we recorded a few silent utter-
ances (defined as a period of silent speech such as a word, phrase
or short sentence separated by pauses) while wearing our system
and visualized the echo profiles as illustrated in Figure 1(c). In the
echo profiles, different silent utterances appear as strong yet dis-
tinct patterns, indicating that EchoSpeech is able to capture the
movements caused by silent speech. With a customized machine
learning pipeline, such patterns can be used to infer speech.

We reach the current design through an iterative process cen-
tered around our design goals. As discussed in Section 1 and Sec-
tion 2, existing SSI systems are faced with two key challenges: 1)
lack of a reliable, and physically and socially comfortable form
factor, and 2) lack of the ability to recognize speech in a natural
and continuous way. We strive to address these challenges with
our system. To achieve this, we identify several goals in our system
iterations:

(1) The form factor should be minimally-obtrusive and comfort-
able to wear.

(2) The system should be evaluated in a way that is as natural
as possible.

(3) The system should be low-power, privacy aware and require
as little training effort as possible.

Bearing these goals in mind, we explored and experimented on
different options of hardware, form factor, and algorithms. Finally
we evaluated the system with a setup to reflect our goals. We detail
this process and its outcome in sections to come.

4 HARDWARE ITERATIONS
We strive to align our system with design goal (1) by exploring and
experimenting our options in sensing methods, form factor and
sensor configurations. We present these iterations in this section.

4.1 The Choice of Sensing Method
To fulfill design goal (1), we need a contact-free sensing approach
that can be easily deployed on wearables. Encouraged by recent suc-
cesses such as EarIO [38] and EarCommand [25], we chose acoustic
sensing as the sensing method. Compared with other contact-free
sensing methods such as cameras, acoustic sensing is much more
power-efficient and privacy-aware. Compared with methods such
as capacitive or distance sensing, acoustic provides better sensing
range and resolution. In addition, acoustic sensors are cheap and
widely available on wearable devices. To minimize privacy con-
cerns as well as avoiding annoying users with noises, we only use
audio signals over 18kHz and apply band-pass filter to remove low
frequency components where most sensitive sounds are distributed.

4.2 The Choice of Form Factor
With acoustic sensing, we use reflected and diffracted sound signals
to recover the pattern of movements of the articulators and their
connecting tissues which naturally occurs while speaking. To be
compliant with design goal (1), we focus on COTS form factors.
We explored placing acoustic sensors at different positions around
the head. A lot of recent work focus on earables and have demon-
strated promising results in authentication [64], facial expression
tracking [38] and silent speech recognition [25]. Inspired by these
successes, we started with a form factor similar to that of EarIO [38]
by putting acoustic sensors behind the ear. Note that we did not try
in-ear form factors specifically because it may not be comfortable
to wear over an extended period of time. Our early results were
promising. However, scaling up the system to more participants
led to unstable performance on participants with different head
shapes.

Behind-the-ear form factor only captures limited information
mostly related to jaw movements. To obtain more information to
for better performance, we turned to the front side of the face. We
considered necklace such as used in SpeeChin [71]. However, neck-
laces meet additional challenge when the participants are walking
as revealed by SpeeChin. This is because necklaces are not attached
to the head, where majority of movements occur during speech.

We then experimented on glass-frames. Glass-frame has several
benefits that other form factors do not have. It is comfortable for
long-term wearing as many people wear it all day long. It is also
stably mounted on the head, which allows users to be able to speak
naturally without need to keep still. In addition, glass-frame ex-
pands from behind the ear to above the nose in the front, which
gives us more flexibility in placing sensors at different locations
without significant hardwaremodifications. Many of these locations
are close to skins and muscles that have significant deformation
during speech, which could result in better performance. These
advantages make glass-frame well aligned with our design goals.
We experimented on various setups on a glass-frame and gradually
improved performances until they are acceptable, which we detail
in the next section.
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4.3 Identifying the Optimal Sensor Setup

Figure 2: Iterations on sensor positions. (a) Early experiments
on sensor positions. (b) Experiments on the lower edge of
the glass-frame

In order to find the optimal form factor setup that best balances
our design goals, we conducted experiments on various sensor
positions, orientations, and quantities. To quickly quantify these
explorations, we compared different setups with a small-scale stan-
dard test to compare their performances. In the test, one researcher
wore the glasses and used a 10-word command set (10 digits, zero
to nine) and collected 40 repetitions for each word. We used a
simple CNN model to classify these 10 words. We chose a simple
CNN to quickly obtain horizontal comparison between different
configurations, not to achieve best performance in this step.

To better preserve design goal (1), we started with the most
unobtrusive setup by placing the sensors on the leg of the glass-
frame. We experimented with S1+M1/M2, S2+M1/M2 as illustrated
in Figure 2(a). This setup does not put any sensor in the front.
Instead, it captures skin deformations on the side of the cheeks.
However, such deformations are very weak and not informative
enough for inferring activities as subtle as silent speech with our
setup. Accuracy on the standard test was under 50%.

We then moved the sensor to the front side, placing a speaker
near the nose bridge while two microphones on either side of the
frame to get a symmetric setup (S4+M3+M4 in Figure 2(a)). With
this setup, the system was able to capture quite strong patterns
during speaking. However, such patterns are not distinguishable
enough to tell over 10 different commands apart, achieving around
50% accuracy on the standard test.We believe that this is because the
paths that signals travel only cover areas that have limited freedom
in deformation, mostly around the eyes and the nose bridge. We
then moved both the speaker and the microphones to the lower
edges of the frame, using S3+M3 as illustrated in Figure 2(a), hoping
to observe the frontal face from a closer-up position. This setup
delivered a much better performance than previous trials, around
90% on the standard test. However, whenwe scaled up the command
set size, performance decreased. This is still not enough to reach
design goal (2).

Looking into this setup, the signal travels from the speaker and
reaches mostly the face and partly the lips before reaching back to
the microphone. We hypothesized that having the signal paths over
the lips could improve performance by capturing movements of the
lip. Therefore, we updated the design and placed the speaker and

microphone on different sides of the frame (S3+M4 in Figure 2(a)).
With this setup, we achieved a significant performance boost on the
standard test from 90% to 98%. More importantly, this performance
persisted after scaling up the command set.

We then moved on to further optimize this setup. We first exper-
imented on the microphone location. We placed a speaker near the
center and three microphones at the left, center and right of the
lower frame as illustrated in Figure 2(b) (S2 + M1 + M2 + M3). Since
all setups achieved over 97% on the standard test, we reduced the
amount of training data to magnify difference between different se-
tups. Results showed that M2 and M3 achieves best results (around
90% accuracy with less training data) while M1 which was closest to
the nose worked significantly worse than the other positions (47%
accuracy). Similarly, we experimented on the 3 speaker positions in
Figure 2(b) (S1, S2, S3). Results showed that speaker nearest to the
nose (S3) had significant worse performance than the other two.

Based on the preliminary findings, we chose to use two speakers
(S1+S2) and two microphones (M2+M3) on either sides of the frame,
as illustrated in Figure 1(a-b). In this way, signals can travel through
different paths to capture more information.We verify in Section 7.6
that this setup indeed yields better performance than using fewer
sensors.

5 IMPLEMENTATION
In this section, we describe the hardware and software implemen-
tation of EchoSpeech.

5.1 Hardware and Form Factor
As illustrated in Figure 1(a-b), we placed two speakers on the left
edge (seen from the front) and two microphones on the right edge.
We do not anticipate any difference if the sides of the speakers
and microphones are reversed. The speakers and microphones are
common commercial products (speaker: OWR-06049T-38D, micro-
phone: ICS-43434).

The speakers andmicrophoneswere connected to amicro-controller
module (Teensy 4.1) via flexible printed circuits (FPC) cables. We
designed a separate add-on board to house the audio amplifier
(SGTL5000) and FPC headers. Data were stored in an on-board
micro-SD card on the micro-controller. Hardware boards and their
dimensions are specified in Figure 4(a-d).

5.2 Echo Profile Calculation
Weused active acoustic as the sensing approach.We chose frequency-
modulated-continuous-wave (FMCW) as the transmitted signal sim-
ilar to EarIO [38]. To take advantage of two speaker positions, we
used different frequency ranges for the two speakers (18-21kHz
for S1, 21.5-24.5kHz for S2). Both frequency ranges are inaudible
to most people. The micro-controller was configured to sample at
50kHz.

We applied different band-pass filters to separate signals from
the two speakers. In this way, four major paths were possible, as
illustrated in Figure 1(b). Each frequency sweep lasted 12ms (cor-
responding to echo frame length: 600 samples). We experimented
on different echo frame lengths and found out that 12ms yielded
best performance. After receiving the signals, we calculated echo
profiles as specified in EarIO [38] as the representation of patterns.
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With this approach, the vertical axis of the echo profiles represents
distance, with each pixel representing 1

𝑓𝑠
× 𝑐 , where 𝑓𝑠 = 50kHz

denotes the sampling rate while 𝑐 = 343m/s denotes the speed of
sound. Bright strip on the echo profiles represent strong reflection
at that certain distance.

In order to remove constant echo reflections from the environ-
ment and only focus on the deformations on the skin caused by
silent speech, we calculated differential echo profiles by subtract-
ing the previous echo frame from the current one. We stacked the
four paths combinations as four channels. The differential echo
profiles were used as the representation of facial movement pat-
terns and fed into the following deep learning pipeline. An example
of such representation can be found in Figure 1(c), where facial
movements during different silent utterances are represented by
different patterns in the differential echo profiles.

5.3 Deep Learning Model
We design a customized deep learning pipeline to decipher speech
from facial movement patterns represented by echo profiles.

After echo profile calculation, facial movement patterns are al-
ready represented by four-channel images. Given its wide applica-
tion and success in image processing, we use convolutional neural
network (CNN) to decode silent speech from echo profiles. We ex-
perimented on adding temporal recurrent neural network (RNN)
layers including long-short-term memory (LSTM) and gated recur-
rent unit (GRU) layers. However, they did not improve performance.
We detail discussion on the network structure in Section 8.2. We use
ResNet-18 as the backbone. The convolutional layers are followed
by a one-dimensional average pooling - instead of performing pool-
ing on both axes, we only perform pooling on the spatial axis. In this
way, the temporal information is preserved. After this pooling step,
the dimensions of the feature vectors become ⌈𝑇 /16⌉ × 512, where
𝑇 is the original dimension of the time axis before going through
the convolutional encoder. It is reduced to ⌈𝑇 /16⌉ during down-
sampling steps in the encoder. In this way, every 512-dimensional
feature vector corresponds to a 16-frame block in the echo profile.

To adapt to variable sequence lengths, we adopt CTC loss. To
achieve this, for each of the 512-dimensional feature vector from
the encoder, we use a fully-connected decoder network with output
dimension of𝑊 +1 (𝑊 distinct labels plus blank) to predict the label
of the corresponding position.𝑊 is the number of distinct words
in the command set. Note that𝑊 may not be equal to the number
of commands since commands like “Hang up” are represented by
two labels “hang” and “up”. In the discrete speech recognition task,
𝑊 = 32 while in continuous recognition𝑊 = 10.

5.4 Sliding-window Implementation
We hope that EchoSpeech can be used in a natural way without
the need to segment silent utterances manually. Therefore, we used
sliding window during evaluation. In this way, users can speak
at different speeds and paces and speak or pause anytime as they
wish. To achieve this, we adopted a sliding-window evaluation
pattern. In this manner, the system does not rely on pre-existing
segmentation that splits different silent utterances apart. Instead,
the system automatically generates a prediction where there is an

silent utterance detected and gives blank prediction when none
detected.

During training, sliding-window was not applied to avoid con-
fusing the model with incomplete silent utterances. We used single
silent utterance and consecutive utterances that lasts no more than
800 echo frames (9.6s) to train the model to increase training sam-
ples as well as to improve the model’s generalizability to variable
utterance lengths.

During testing, a sliding window of size 192 echo frames (2.3s)
with a stride of 16 echo frames was applied.We experimented on the
window size during evaluation and found that windows of size from
around 160 to around 800 yielded almost the same performance. We
chose 192 for lighter computational cost. Every window of sample
went through the same network as training. A prediction label
was given for every 16-frame block in the window. We considered
the label to represent the prediction at the corresponding location.
Since the stride size 16 was smaller than window size 192, every 16-
frame block will be covered by multiple windows. We performed
a majority voting and assigned it with the label that appeared
the most times among the windows covering that block. We then
merged consecutive predictions with the same label and removed
blank labels to generate the text prediction continuously.

5.5 Data Augmentation
During algorithm iterations, we analyzed and identified challenges
that EchoSpeech faced with and tried to address them with data
augmentation. Each data augmentation approach was proposed to
address a specific challenge, which we detail below.

5.5.1 Merging Consecutive Silent Utterances. As specified in Sec-
tion 5.4, sliding window was used during testing. With this ap-
proach, there is no guarantee that there is an silent utterance at
the center of each window. To let the model see the utterances
as well as the transitions between utterances, we merge consec-
utive silent utterances to form longer utterances with pauses in
between. For instance, when a user said “One”“Pause”“Alexa” con-
secutively, we not only used samples such as “One”“Pause”“Alexa”
for training, samples “One Pause”, “Pause Alexa” and “One Pause
Alexa” were also added to the training set. Such operation also im-
proves EchoSpeech’s ability to adapt to different speaking speeds,
as the same windowmay cover different number or portion of silent
utterances for different users. During training, consecutive silent
utterances that last no more than 800 echo frames (9.6s) were added.
This means that samples with 1 to 4-6 silent utterances were all
included during training. Further increasing this window size leads
to marginally improved performance, but significantly increased
training time.

5.5.2 Random Noise. During training, all pixels were multiplied by
a random factor between 0.95 and 1.05. This operation was adopted
to increase variance in the samples and avoid over-fitting.

5.5.3 Random Padding. Random padding was applied for two pur-
poses: 1) shifting the position of the samples on the time axis and
2) adapting the model to variable lengths. In order to increase effi-
ciency, samples in a batch were expected to have the same lengths.
Due to the vast variance of sample lengths (from less than 100 to
800), we further applied random padding to adapt the model to
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variable sample lengths. We first sorted all samples according to
their lengths. We then took consecutive samples after sorting to
form batches. In this way, samples in the same batch have similar
lengths. During training, for each batch, in 50% cases, we simply
pad all samples to the longest sample in that batch. For the other
50% cases, we pad all samples to a random length between the
longest length and 800.

5.5.4 Scenario-specific Noise Addition. A robust SSI should be able
to recognize speeches across different scenarios such as remounting
the devices, walking, in noisy environments, etc. One method is
to collect training data from participants in all these scenarios.
However, it is not feasible nor practical. In order to make our system
robust across various real-world scenarios, we synthesize training
samples by adding scenario-specific noises.

Figure 3: Synthesizing samples for walking and noisy sce-
narios. (a) Echo profiles of silent utterance "One" collected
while sitting. (b) Echo profiles collected while walking but
no speaking. (c) Linearly adding (a) and (b). (d) Echo profiles
of silent utterance "One" collected while walking. (e) Echo
profiles of "One" with injected restaurant noise. (f) Echo pro-
files of "One" after data augmentation.

We found EchoSpeech can capture clear echo reflection from the
environments. If the user is static, since echos from the environment
are constant, they can be easily removed while calculating the
differential echo profiles. However, if the user is in motion (mobile
setting), since the device itself is constantly moving, such echos will
leave scenario-specific noises in the echo profiles, as demonstrated
in Figure 3. We noticed that such noises were mostly linearly added
to static echo profiles. Therefore, we applied data augmentation by
randomly adding such noises to echo profiles in the static setting
to synthesize echo profiles in the mobile setting.

To collect these noises during walking, researchers wore our
device while walking without moving the lips. Using these data,
we created noise profiles. During training, a random slice of noise
profiles is multiplied by a random factor between 0 and 1 and then
linearly added to training samples.

5.5.5 Acoustic Noise Addition. Similar to scenario-specific noises,
acoustic noise in the environment can also pollute the signal. Please
note that we did apply band-pass filtering. This removed most of
environment noises, which mostly only occupies lower frequencies.
However, certain noises can still extend beyond audible ranges and
mix with our signals, such as silverware touching each other, items
dropping on the ground, clapping, etc. Figure 3(e) demonstrates
how such noises pollute the data.

The signals that we used are FMCW.While it is possible to decode
them frame by frame to improve signal-noise-ratio. However, that
will inevitably sacrifice spatial resolution. We adopted an approach
similar to scenario-specific noises by recording common noises
and linearly adding them into training samples to synthesize noisy
data. A researcher recorded noises using EchoSpeech devices that
includes the following scenarios: people talking and background
music playing in a restaurant, vehicles passing by near a road,
home appliances running (washer, dryer, fridge, air conditioner),
tap water running. During training, 1-3 random slices of noises of
random lengths were multiplied by random factors between 0 and
1 and then mixed and added to training samples at random position.
After mixing, a synthesized sample is shown as Figure 3(f).

5.6 Two-step Training Scheme
We propose a two-step training scheme to minimize training effort
for new participants as well as to improve performance. The system
is still user-dependent, but for each new participant, instead of
training a customized model from scratch, we only need to fine-
tune the model trained with other people’s data. In this way, the
entire training process is divided in two steps: 1) pre-train a model
using data provided by other participants. The model in this step
is denoted as the user-independent (UI) model. And 2) fine-tune
the UI model with the new participant’s data. In practice, we found
that this scheme improves performance and significantly reduces
training time for new participants at the same time.

In order to evaluate our system with this approach, we first
pre-trained a UI model for each participant using a leave-one-
participant-out scheme. We then fine-tuned the UI model using
different number of training sessions for each participant.

In both steps, we used an Adam optimizer with cosine scheduler
and an initial learning rate of 0.0002. The batch size was set to 5.
For the pre-training step, the model was trained for 100 epochs. For
the fine-tuning step, the entire model was fine-tuned for 15 epochs.

6 USER STUDY
According to our design goal (2), we want to evaluate EchoSpeech
with a setup that is natural and close to real-life applications. To
achieve this, we first designed two sets of commands to examine
EchoSpeech’s ability in recognizing discrete and continuous speech.
We also considered two most common use cases, choosing static
(sitting at a desk) and mobile (walking) as the evaluation scenarios.
We would like to first evaluate how well EchoSpeech works under
these scenarios. Then we want to explore more on the practical
implications, especially on how much data a user needs to provide
before being able to use EchoSpeech in both scenarios. To better
encourage natural way of speaking, we did not require users to
speak slowly. Instead, we instructed users to speak at their normal
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speed and control the pace of the study themselves. We elaborate
on these considerations in this section.

6.1 The Design of Silent Speech Vocabulary
An ideal silent speech recognition system should be able to recog-
nize any words without limitations, similar to the current speech
recognition based on voice. However, training such a system re-
quires resources that are beyond the scope of a research paper
involving new sensing hardware, as we need to collect all train-
ing data ourselves. Thus, our goal of designing the vocabulary
is to strike a balance between usability and training practicality
by evaluating EchoSpeech in designed application scenarios and
demonstrating its use cases with a real-time demo. We decided to
design the command sets used in the popular speech interaction
scenarios.

6.1.1 Discrete Command Recognition. We chose our recognition
commands for the following popular speech interaction scenar-
ios, many of which have been used in previous silent speech re-
search [71, 73], including 1) hands-free music player control; 2)
interacting with smart devices; 3) digits input; 4) activation com-
mands for voice assistants. In total, we have 31 commands for
discrete silent speech recognition, as illustrated in Table 1.

6.1.2 Continuous Silent Speech Recognition (Connected Digits). On
top of commands, we explored using SSI for continuous input.
As discussed previously, continuous recognition is a challenging
yet critical step towards adopting SSI in real-world applications.
Instead of recognizing a set of pre-defined sentences [25], we are
specifically interested in recognizing unseen combinations from
existing vocabulary. We combine this task with voiceless passcode
input/authentication. In this use case, users can silently utter a
three- to six-figure passcode quickly without pauses in between.
In total, there are 1,111,000 different possible combinations (from
“000” to “999999”), which is impossible to be iterated and learned
as a whole and can only be learned through breaking down silent
utterances into words.

6.2 Main Study
The main study mainly examines how EchoSpeech works in the
static environment (sitting at a desk), as well as in the mobile envi-
ronment (walking) if no training data from the mobile environment
is provided. The study was approved by our institute’s Institutional
Review Board (IRB). The main study was split into discrete and
continuous sections, with the former focusing on the isolated com-
mands while the later on connected digits. The study was conducted
in a large room on campus. Each participant came in twice to fin-
ish the two sections, each lasting 70-90 minutes. For each section,
18 sessions of data were collected. Participants were instructed to
remount the device (took off the device and put it back on) after
each session. During data collection, instructions were presented
on a laptop screen, which showed the participant the command
they need to perform. The laptop’s webcam was used to record
videos of the session with a clear view of the participant’s face for
reference. Participants were instructed to “mouth the word silently
with lip movements similar or slightly larger than how you would
have moved your lips when speaking out loud”.

The hardware used in the study are illustrated in Figure 4(a-e).
Participants wore the glass-frame with sensors installed as spec-
ified in Figure 1(b). The sensors were connected to a Teensy 4.1
micro-controller with a customized audio amplifier add-on board
and communicates with a laptop (Macbook Pro 2021) via a USB
cable, as illustrated in Figure 4(e). At the start of each session, the
laptop initiated a signal that started recording on Teensy. Mean-
while participants were instructed to clap their hands. We later
manually found the clap in the video and audio to synchronize
the audio with the ground truth. Clapping hands was required at
the end of the session in case the one at the beginning was not
captured. During data collection, instructions on the laptop screen
included the silent utterance itself (in large font to make sure partic-
ipants saw them clearly), progress bar of the current utterance (to
let the participant know how much time was left before the system
jumped to the next utterance), progress and estimated time left of
the current session as shown in Figure 4(f). In the discrete section,
the maximum duration for each silent utterance was 3 seconds. The
system would jump to the next utterance after 3 seconds passed. In
the continuous section, the participant had 4 seconds to finish each
utterance. It was longer because the length of sequence varied with
a maximum length of 6 digits long. However, actual utterances were
much faster because the participants were told that they should use
the space bar (or the right arrow) to jump to the next utterance once
the they finished the current one. This was applied to encourage
the participants to speak at their natural pace and speed instead
of waiting and pausing. The participants were instructed to use
the “x” key (or left arrow) on the keyboard, if they made a mistake
in the utterance, wanted to adjust the device or wanted a pause
(by constantly pressing). In these cases, the current utterance was
repeated.

Silent utterances were given in random order. In the discrete
section, each command were repeated 4 times in each session. In
the continuous section, each session had 60 connected digits with
sequence lengths ranging from three to six. These combination of
digits were generated randomly so that each length (3 to 6 digits)
had 15 occurrences and each digit (0-9) had the same amount of
occurrences (27 times) in each session. In both sections, for sessions
1 through 13, participants sat naturally at a desk. For sessions 14
through 18, participants walked in the room. They were instructed
to walk in the room in the way, path and speed as they wished.
Sessions 1 and 14 were used for participants to get familiarized
with the system and not used during training nor testing.

Each participant finished 2 sections (continuous and discrete).
Therefore, there were 24 sections in total. In 12 of the 24 sections,
participants were asked to hold the laptop in their arms while
walking. In the other 12, the laptop was placed on a moving table
so that the participant could push it around while walking. This
change was adopted because some participants reflected that the
laptop was too heavy as well as to increase variance in the way of
walking. No significant difference in performance was observed
between these two walking styles.

6.3 Followup Study
The followup study was conducted after the main study by 12
users that did not participate in the main study. The followup study
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Table 1: Command set for discrete command recognition

Scenario Commands
Hands-free music player control Play, Stop, Resume, Pause, Previous, Next, Volume
Interacting with smart devices Left, Right, Up, Down, OK, Cancel, Menu, Dial, Hang up, Open, Close
Digits input Zero, One, Two, Three, Four, Five, Six, Seven, Eight, Nine
Activating voice assistant Hey Google, Hey Siri, Alexa

Figure 4: User study setup. (a) Speaker board. (b) Microphone board. (c) Teensy & add-on board (Add-on board’s side) (d) Teensy
and add-on board (Teensy’s side). (e) Participants wearing the glass-frame with sensors and Teensy. (f) Screenshot of the
instructions during the study.

mainly focused on the mobile environment. The main purpose was
3 fold: 1) provide more data to conduct thorough evaluation on the
mobile environment, 2) improve performance on the main study
with new data and analysis, and 3) explore directions for future
optimization on the mobile environment.

The followup study shared almost the same configuration and
procedures as the main study except that there were 17 sessions.
Participants walked in the room for sessions 1 through 13 and sat at
a desk for sessions 14 through 17. Session 1 was used as practicing
session. Since participants finished the walking sessions first, they
did not need to practice again for sitting sessions. In addition, the
laptop was always placed on a moving table. It is worth noting that
the followup study and the main study were conducted in different
rooms. The room for the main study was quiet and had carpeted
floors. The room for the followup study had a noisy ventilation
system and hard concrete floors.

6.4 Dataset Characteristic
In the main study, 12 participants (all college students, 5 self-
identified as male, 7 female, average age 23.5: from 18 to 32, std
4.4) were recruited. Hardware malfunction happened twice (broken
cable on P3, SD card full on P11) but the participants returned to
redo the lost sessions. On average, each session lasted 3.3 minutes in
the discrete section, and 3.0 minutes in the continuous section. After
removing the practice sessions, 23808 valid silent utterances were
collected for the discrete section, in which 17856 were collected

when participants were static, while 5952 were were collected when
participants were in motion. 11520 valid silent utterances (51840
digits uttered) were collected for the continuous section, in which
8640 (38880 digits) were collected when participants were static,
and 2880 (12960 digits) were collected when they were in motion.
Data collected in the main study is denoted as the main dataset in
later text.

Allowing the participants to finish each silent utterance early
using keyboard reduced study time. On average, participants spent
1.51 seconds on each discrete silent utterance and 2.67 seconds on
connected ones. Variance is also observed: the slowest participants
spent 1.83s while the fastest one spent 1.22s on each discrete silent
utterance. On continuous silent utterance, the difference is 2.27s
(fastest) and 3.09s (slowest).

The followup study only included the discrete section. 12 par-
ticipants that did not participate in the main study were recruited
(5 self-identified as male, 7 female, average age 25.4: from 19 to 35,
std 5.0). Each session lasted 2.6 minutes on average. Participants
spoke generally faster. The average silent utterance duration was
1.20 seconds (fastest: 0.93s, slowest: 1.53s). Data collected in this
study forms the followup dataset.

7 RESULTS
In this section, we describe the experiments conducted to evaluate
EchoSpeech. We start by presenting the evaluation metric. We then
present the experiments conducted on the main dataset and the
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followup dataset respectively. After that, we present further experi-
ments and analysis to improve performance and reduce training
effort.

7.1 Evaluation Metric
Word Error Rate is commonly used in speech recognition-related
tasks. Compared with accuracy, word error rate works better at
gauging continuous predictions. For instance, for sequence “ Vol-
ume up”, if the prediction is “Volume”, using accuracy as metric
will treat the prediction as wrong while the WER will be 0.5, better
reflecting that the model finishes half the job. This is especially
useful in longer sequences. WER of around 5% is usually considered
human performance and is acceptable in conversations [53, 66].

We calculate the metric in the unit of each silent utterance as
recorded during the user study. For each silent utterance, we com-
pare the text prediction generated using the sliding window ap-
proach as described in Section 5.4 with the ground truth and calcu-
late WER as

𝑊𝐸𝑅 =
𝑆 + 𝐷 + 𝐼

𝑆 + 𝐷 +𝐶
, where 𝑆 , 𝐷 , 𝐼 and 𝐶 are the numbers of substitutions, deletions,
insertions and corrected words, respectively.

7.2 Main Study
Experiments on the main study mainly examines how EchoSpeech
works in recognizing discrete and continuous silent speech in the
static environment. In addition, we also utilize the mobile sessions
in the main study to evaluate how EchoSpeech works while walking
without providing training data from the mobile environment.

7.2.1 Discrete Speech Recognition. We evaluated EchoSpeech’s ca-
pability to recognize discrete speech using the algorithm pipeline as
illustrated in Section 5. We adopted the two-step training scheme,
training a leave-one-participant-out (LOPO) UI model for each
participant first, and fine-tuning the UI model using the same par-
ticipant’s data. To remove random factors, we performed a 6-fold
cross-validation on the 12 static sessions. To achieve this, we chose
2 sessions as testing (sessions 2,3, sessions 4,5, ..., sessions 12,13)
and used the remaining 10 sessions to fine-tune the model. We
used the model after the last epoch to evaluate. Results across par-
ticipants are illustrated in Figure 5(a). The average WER across
12 participants was 4.5%, ranging from 1.0% (P12) to 13.7% (P3),
std=3.5%. We specifically looked into the two participants with
worst performance (P3, P11), we found out that they both pushed
the glass-frame multiple times as the glass frame frequently slipped
down their nose during the study. Since the sensors of EchoSpeech
were pointing downwards, pushing the glass-frame introduces sig-
nificant noise in the signals. We acknowledge this limitation in
Section 8.7.

7.2.2 Continuous Speech Recognition. We evaluated EchoSpeech’s
capability in recognizing continuous speech using similar scheme
to that of discrete speech. Results indicate that the average WER
across 12 participants is 6.1%, ranging from 2.1% (P12) to 16.3% (P11),
std=4.2%. Results for each participant are shown in Figure 5(b).
Similar to that of isolated digits, pushing glass-frame causes most
issues in participants with worst performances (P3 and P11). For
P11, an additional observation was that the participant made some

mistakes but did not remove them from the samples. This was
observed by watching the recorded study videos. It was difficult to
remove all such bad samples, since the utterances were silent and
difficult to make out from the video due to limited lip movement
and fast speaking speed. If P11 is removed from the study, average
WER was improved to 5.2%.

7.2.3 Reducing Training Effort. The results presented in previous
sections were all achieved with 10 sessions (around 30 minutes) of
training data collected from the same user. Compared with previous
work with comparable level of performance [25], this is already
significant advancement. For instance, EarCommand requires over
100 minutes of training data from new user to achieve around 10%
WER on 32 commands [25], SpeeChin requires 40-50 minutes to
reach 10% WER on 54 commands and only works when the user
is sitting still [71]. However, we wish to further minimize training
effort from new participants, pushing towards higher practicability.
Therefore, we conducted several experiments to demonstrate how
to minimize training effort from new participants.

We demonstrate that users can provide as little as 2 sessions (6-8
minutes) and still achieve decent performance. We experimented
with different number of fine-tuning sessions. When no data was
used for fine-tuning, the system works user-independently. In this
way, WER for recognizing discrete and continuous speech is around
40%. Results in Figure 6(a) shows that performance improves with
more training sessions applied, while flattens after about 4 sessions
of data applied. With only 2 sessions of training data, EchoSpeech
is already able to recognize 31 isolated commands or 3-6-figure
connected digits with 9.5% and 14.4% WER, respectively.

7.2.4 Mobile Performance with No Training Data from the Mobile
Environment. Using the 4 mobile sessions from each user, we eval-
uated how EchoSpeech performs when the user was in motion
without providing training data while walking. This can minimize
training effort. We applied data augmentation as specified in Sec-
tion 5.5.4 by adding motion noises to static data and evaluated
EchoSpeech without any training data collected in mobile settings.
The motion noises were collected by researchers at different loca-
tions from the study. We trained a model using data collected from
all participants in the static setting, applied data augmentation, and
evaluated on all participants’ data collected in the mobile setting.
Results show that average WER across 12 participants is 16.8%
for both discrete and continuous speech(std: 10.3%, 11.0%, respec-
tively), as demonstrated in Figure 5(b). This result is significantly
worse than the static setting. We discuss directions and methods to
improve this result in the following sections.

7.3 Followup Study
As discussed earlier, the followup study was conducted to provide
more data for thorough evaluation on the mobile environment,
improve the mobile performance in the main study, and explore
directions for further optimization.

7.3.1 Discrete Speech Recognition When User is in Motion. The
richness of new data allowed us to train a user-dependent model
similar to that in the main study (Section 7.2.1 and 7.2.2) to explore
the limit of EchoSpeech when the user was in motion. Adopting
the same two-step training scheme as described in Section 7.2.1,
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Figure 5: Discrete and continuous speech recognition performance. (a) Performance in the static setting. (b) Performance in the
mobile setting. (c) Performance in the mobile setting on new participants from the followup study.

Figure 6: Impact of the amount of data used for fine-tuning. (a) Using data from the same user collected in the same setup to
fine-tune the model. (b) Using data from the same user collected in the static setup to fine-tune the model for the mobile setup.
(c) Adding other people’s data to training to improve performance.

we trained a LOPO UI model for each user first, then fine-tuned it
with 10 mobile sessions from the same user. Results in Figure 5(c)
demonstrate consistent performance compared with when the user
was static: average WER is 4.7% (std 2.1%), ranging from 2.3% (P15)
to 8.4% (P23). This result demonstrate that with enough training
data, EchoSpeech can adapt to different scenarios with robust per-
formance.

To reduce training effort, we experimentedwith different number
of fine-tuning sessions similar to the main study. The results are
also similar. Figure 6(a) shows that performance improves with
more training sessions applied, while flattens after about 4 sessions
of data applied. With only 2 sessions of training data (about 6-
8 minutes), EchoSpeech is already able to recognize 31 isolated
commands in motion with 8.2% WER (std 2.5%).

7.3.2 Improving Mobile Performance in the Main Study with Other
Users’ Data. In Section 7.2.4, performance on the mobile environ-
ment was significantly worse even after applying data augmenta-
tion. We demonstrate that even without new data from the same
user, this performance can be improved by incorporating other
users’ walking data into training. Adding 11 other users’ walking
data into training from the original study, performance on discrete
and continuous speech recognition improved from 16.8% to 13.1%
and 13.2%, respectively. Continue to add the 12 new users’ data

from the followup study, performance on discrete speech recog-
nition further improved to 10.7%. We visualize the relationship of
other people’s walking data used and performance in Figure 6(c).
From the figure, performance steadily improved with more other
users’ data added. This also points a future direction for further
optimizing performance and reducing training effort with scaled
up data collection.

7.4 Further Improving Mobile Performance
with Minimal Training Effort

Inspired by the promising improvement from Section 7.3.2, we
explored further reducing training effort. We conducted evaluation
on the followup study, utilizing all available data from other users.
With this approach, for each user, with 4 static sessions as training
and no mobile sessions, EchoSpeech achieves 8.7% (std 2.8%) in
recognizing 31 discrete commands. Adjusting the number of static
sessions yields the curve in Figure 6(b). With only 2 static sessions,
performance can still reach 13.2%.

Combined with results in Section 7.2.4, this means that a new
user only needs to provide 6-8 minutes of static training data to
use the system in both static and mobile environments with decent
performance. Additionally, with potential large-scale deployment
in the future, this performance can be further improved and the
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training effort can be further reduced. We believe that this is a solid
step towards a practical SSI in daily life.

7.5 Recognizing Silent Utterances with
Different Lengths and Speed

While recognizing continuous speech, we are interested in how
the errors distribute among sequences with different lengths. We
calculated the averageWER for 3-6 digit silent utterances separately.
We plot the recognition performance for silent utterances with
different lengths as well as their average duration in Figure 7(a).
Results demonstrate that although longer sequences take more time
and have more syllables, no significant performance discrepancy is
observed in the recognition performance.

In addition, we also examined the impact of speaking speed on
the performance. We plot the average silent utterance duration for
each session and its corresponding performance as scatter points in
Figure 7(b)(c). Results show that for discrete speech, performance
decreases if the duration is shorter than 1.4s and stays steady if
participants spoke slower. For continuous speech, no significant
trend is observed.

7.6 Impact of Sensor Positions
As specified in Section 4, EchoSpeech utilizes 2 pairs of speakers and
microphones, enabling four major signal paths. In order to examine
how each path contributes to the performance, we conducted an
experiment isolating each path by applying different band-pass
filters. We adopted one-step training to save time. Sessions 12-
13 of all participants were used as testing and sessions 2-11 of all
participants were used for training. Performance in Figure 8 indicate
that performance degrades from 5.8% to 12.0% on average if only
one path (one speaker and one microphone) is used. Path 1 and path
2 are more useful than path 3 and 4. This confirms that four paths
all contribute positively to the system. However, considering the
device size, cost, computation load and power consumption, such
degrade can be acceptable in certain scenarios. We demonstrate in
Section 8.1 that a low-power variation of EchoSpeech with only
one speaker and two microphones can operate at as low as 73.3mW
and run in real-time on a smartphone.

7.7 Noise Injection
In order to examine how EchoSpeech works in noisy environments,
we experimented with noise injection by mixing noises into the
data we collected. A researcher used the same device as used in
the user study to record two types of noises: 1) street noise. The
research walked along a busy street for 5 minutes. Cars passed
by frequently. Using the NIOSH Sound Level Meter App 1 on an
iPhone 12, the noise level was 64dB(A). 2) restaurant noise. The
researcher went into a noisy restaurant and recorded for 5 minutes.
Background music and crowd chatting could be heard. The same
app measured the noise level at 76dB(A). A spectrum analysis of
the injected noises and our signals are visualized in Figure 9. It is
clear that most of the noise components are below the range of
our signals. For those that do overlap, the amplitute of our signal is
much stronger than the noise.

1https://www.cdc.gov/niosh/topics/noise/app.html

Wemixed the two types of noises into each session collected dur-
ing the user study. We used models trained and fine-tuned on clean
data and directly tested them on noisy data. Results in Figure 10
show that performance in static setting slightly decreases around
2% for street noise and around 3% for restaurant noise. However,
there was almost no change in performance in the mobile setting.
We hypothesize that noisy patterns on the echo profiles from walk-
ing makes the model robust to different noises on the echo profiles,
thus providing extra resilience against environmental noises.

We then applied the data augmentation as described in Sec-
tion 5.5.5. One researcher collected the noises from different places.
The data augmentation was applied during the fine-tuning stage
without the need to re-train the model. After applying data augmen-
tation, EchoSpeech becomes even more resilient against acoustic
noises, yielding almost the same performance as when no noise
was present.

8 DISCUSSION
In this section, we discuss additional findings and analysis as well
as potential opportunities and challenges.

8.1 Applications and Real-time Demo
EchoSpeech can be used as an alternative hands-free and eyes-free
input method in a variety of applications. We implemented our
system in several sample applications and demonstrate them in
our real-time demo video. Please note that these functions can all
be achieved by using traditional speech interfaces. However, tradi-
tional speech recognition requires the user to speak aloud which
is frequently inconvenient or socially inappropriate. EchoSpeech
provides a new input form, that can be integrated with other exist-
ing interactive technologies or used alone. We discuss these two
cases with two promising applications that could be immediately
available, respectively. In addition, we demonstrate several further
possible use cases of EchoSpeech that could lead to improved user
experiences in the future.

UsingCAD software: Software like CAD usually involves many
options, configurations and dimensions. It can be challenging to
incorporate them with the natural way of design - directly drawing
on canvas because users need to switch between options, specifica-
tions and the graph itself constantly. Furthermore, users often need
to work at quiet places (e.g. library, lab) while working on these
design tasks. Thus, speech recognition is not feasible. EchoSpeech
provides an option to use silent utterance as an extra interface,
without disturbing others with voice. We demonstrate this use case
by drawing basic shapes on CAD. Here EchoSpeech provides an
additional input modality that can be used together with existing
stylus input smoothly. The user first chose the types of shapes with
silent commands. Then he naturally drew the shape with a pencil
and used silent commands to specify the dimensions.

Silent utterance in mobile use: While in motion, it is usually
inconvenient and even dangerous to engage in interactions with
hands and/or eyes. In such cases, uttering the interaction intention
can be a good alternative. EchoSpeech provides a solution where
users have access to a hands-free and eyes-free interface without
needing to speak out loud, which can be particularly suitable for
mobile use.

https://www.cdc.gov/niosh/topics/noise/app.html
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Figure 7: Recognizing speech with various lengths and speed. (a) Performance on sequences with different lengths. (b-c)
Performance on sessions with different speaking speed: (b) discrete speech, (c) continuous speech

Figure 8: Impact of different signal paths and sensor configu-
rations. Signal paths illustrated in Figure 1(b). 1S+1M: using
one speaker and one microphone, etc.

In addition to the applications discussed above, we also demon-
strate that EchoSpeech can be used in certain scenarios as a re-
placement or improvement to existing interfaces. These scenarios
particularly focus on cases where the users have occupied hands
or inaccessible devices. We acknowledge that the following use
cases may still be limited at this stage, we present them as a basic
illustration of EchoSpeech’s potentials. In addition, we believe that
with future engineering effort, EchoSpeech system can be fully
integrated into real glasses so that the sensors are invisible from
appearance. In this way, EchoSpeech can be used with minimal
level of social awkwardness, thus making the following use cases
possible.

Controlling music player: EchoSpeech can be integrated with
earphone/headsets to control music players. Voice has already been
used to control music players. EchoSpeech provides an alternative
approach without making sound, which could expand the use cases
of voice music player control. We demonstrate this use case in our
demo video. To clearly demonstrate how EchoSpeech worked live,
the smart phone was placed at a desk where it is playing music
out loud so that the action on the screen and the sound can all be
recorded.

Assisting text input on mobile phones: Inputting punctua-
tion and symbols using the keyboard on a smartphone is not very
convenient, as it requires users to switch to secondary keyboards.
In such cases, if these keys can be silently mouthed, then users
can keep their focus on the main input without switching between

keyboards. We demonstrate this use case with inputting a short
equation that involves numbers and special marks. In the future,
with a larger vocabulary, it is also possible to integrate more words
and functions to realize a dictation-style input interface that is even
more natural and smooth. We leave the development for future
work.

We developed these real-time demos using a low-power variant
of EchoSpeech and deploy the processing pipeline on a smartphone.
We employed the wireless module with nRF52840 micro-controller
for Bluetooth Low Energy (BLE) data transmission. Since the mod-
ule only supports one-channel audio transmission, we used the
one speaker (S1) and two microphones (M1 + M2) setup. With this
setup, we measured the power consumption of the entire module
while transmitting data via BLE using a Current Ranger 2. Results
show that the system operates at 73.3mW (3.96V, 18.5mA).

We implemented the data processing and deep learning pipeline
on an Android phone (Xiaomi Redmi K40) with the help of PyTorch
Mobile 3. For each demo application, one researcher collected a
small amount of training data (1-6 minutes) with a command set
including all the desired commands. The phone handled all pro-
cessing and prediction and transmitted results to an ESP32 4 that
registered itself as a Bluetooth keyboard. The ESP32 analyzed the
predictions and sent corresponding action keys to the device that
it paired with. For instance, when controlling a music player, the
ESP32 paired with the phone that is playingmusic.When it received
the command “Next”, it sent a “Next song” key to the phone.

8.2 Selection of the Deep Learning Model
EchoSpeech uses a CNN-based model for both discrete and continu-
ous silent speech recognition. Recent work on similar tasks [25, 26,
71] also attached Recurrent Neural Networks (RNN) such as LSTM
or GRU layers at the end of CNN layers to extract temporal pat-
terns. We actually experimented on such CRNN models including
attaching LSTM and GRU after the CNN encoder in our exploration.
Our early results indicated that GRU works better than LSTM. In
most cases, CNN and CRNN networks work similarly. However,
CNN converges faster than CRNN with same number of epochs. In

2https://lowpowerlab.com/guide/currentranger/
3https://pytorch.org/mobile/home/
4https://www.espressif.com/en/products/socs/esp32

 https://lowpowerlab.com/guide/currentranger/
https://pytorch.org/mobile/home/
https://www.espressif.com/en/products/socs/esp32
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Figure 9: Spectrum of the signals and noises. (a-b) Signals recorded using microphone M1 and M2. M1 is physically closer to the
speakers and thus having slightly stronger echos. Both the original signal and the signal after injecting restaurant noise are
plotted. (c-d) Spectrum of the restaurant noise and street noise. (e-f) Zooming in on the spectrum of the restaurant noise and
street noise.

Figure 10: Impact of noise injection. Two types of noises were
added to the data

certain cases, the latter had trouble converging. Also, CNN without
RNN layers needs less computational resources and runs faster.
For these reasons, we used the CNN model without RNN layers.
We attribute the success of CNN to our feature representation and
customized pooling strategy. With echo profile calculation, we con-
verted all temporal features into spatial ones. For instance, speech
at different speed will be reflected in the echo profiles as having
different lengths. Our one-dimension average pooling preserves
temporal information and enables the network to cope with silent
utterances with variable lengths without loosing information.

8.3 Adjusting Speaker Power
In order to minimize power consumption as well as to reduce the
potential impact on the user and the surrounding environment,
we conducted an experiment on speaker power. One researcher
collected data with 10 different signal amplitude configurations,
ranging from 0.67% to 100% (using the amplitude used during the
user study as 100%). For each amplitude configuration, 8 sessions
of data of a smaller commandset (10 digits) were collected. For each
amplitude, 8-fold cross-validation were performed to minimize ran-
domness. All 80 sessions were collected in random order to make
sure that results are maximally directly comparable. The data was
collected in a quiet environment while we injected noises later.
Noise augmentation was also performed. Results in Figure 11 show
that in a quiet environment, even with very low amplitude, the
system still worked reliably. However, when the restaurant noise
was injected, performance significantly degraded. The larger the
amplitude, the less degradation happened. When noise augmenta-
tion was applied, performance significantly improved except for
very low amplitude. The flattening point was between 10% and 20%.
For speaker amplitude greater than 20%, the system performance
was basically not impacted by noises when data augmentation was
applied. At 20% amplitude, each speaker roughly consumes 1.2mW,
compared with 28mW at 100%. This further reduced the system’s
power signature to around 50mW with both speakers, compared
with 73.3mW with 1 speaker.
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In the real-time demo, EchoSpeech operates at 73.3mW, which
can last for over a day on AR glasses such as Google Glass 5, Espon
Moverio 6, and Microsoft HoloLens 7 which all have a battery size
of over 800mAh. Adjusting the amplitude further reduced power
comsumption to around 50mW. Further reduction of power con-
sumption can be achieved by adjusting the duty cycle. For instance,
it is possible to adjust EchoSpeech to operate at low sweeping rate
when not actively used. Once an activation is detected, the system
can be turned on at full speed.

Figure 11: The performance of EchoSpeech with different
speaker power strength. Please note that the horizontal axis
is not presented in a linear scale.

8.4 Impact of Native/Non-native Speakers
Some studies found out that native speakers tend to perform better
in silent speech tasks [39]. In our study, all participants were fluent
with English, but only P7 and P12 were native speakers. While their
performance was indeed better than average (average WER 1.9% vs.
4.6% on isolated commands), the sample size is too small to draw
any conclusion. We believe that just like voiced speech, SSI should
be developed for all fluent speakers regardless of whether they are
native speakers or not. We leave further analysis on the impact of
native/non-native speakers for future exploration.

8.5 Health Implications on Ultrasound
Exposure

EchoSpeech uses near ultrasound as the sensing medium. NIOSH
recommendation of noise exposure mainly focuses on noises below
16kHz, which we did not use. A review focusing on airborne ultra-
sound exposure recommends 75-85dB SPL as the limit for long-term
exposure for frequencies near 20kHz [22]. To investigate the sound
pressure level of our system, one researcher wore the device and
placed a microphone near the edge of the left ear canal - the one
closer to the speakers. At 100% amplitude, the RMS value of the
recorded sound is 1107 (-26.4 dB FS). Taking the sensitivity (-26 dB
5https://www.google.com/glass/tech-specs/
6https://mediaserver.goepson.com/ImConvServlet/imconv/
b1cac7eaccf8017600cf8e0ac112f5403b86e4de/original?assetDescr=Moverio_BT-
35ES_Glasses_and_Intelligent_Controller_Specification_Sheet_CPD-60652R1.pdf
7https://www.niora.net/en/p/microsoft_hololens

FS @ 1kHz, 94 dB SPL) and frequency response (+15dB at 20kHz)
data8 into account, the estimated intensity at the ear canal is 78.6
dB SPL, near the edge of the strict versions of recommendations.
However, as discussed in Section 8.3, reducing the amplitude to 20%
has little impact on performance. At 20% amplitude, the RMS value
of recorded sound is 167 (-42.8 dB FS), and the estimated intensity
is 62.2 dB SPL, well below recommended levels.

Our signal ranges from 18 to 24.5kHz. To most adults, this range
is not audible. However, it may still be audible to kids and certain
animals. To minimize impact on the environment, EchoSpeech can
be used in an activate-to-speech way. For instance, it is possible to
define an activation gesture such as nodding and integrate an IMU
module on the glass-frame to detect system activation. In this way,
both power and computational resources can be saved, meanwhile
bringing less disturbance into the environment.

8.6 Impact of Form Factor and Shape of Face
Different sizes of glass-frame may have some impact on the per-
formance in that the signal paths will be different. Intuitively, a
lager glass-frame usually has lower edges, which makes the sensors
closer to the mouth. However, based on our limited experiments,
we did not observe discrepancy in different glass-frames. During
early stages of the exploration, researchers experimented on three
different glasses: a small one that tightly fits the face, a light yet
large one with lower edges, and the one used in the user study, as
shown in Figure 12. All glass-frames were commercial products
purchased online or at a local store. We chose the current one be-
cause its size is easier to fit different head shapes: the small one
was too small for some people while the large one slid down easily.

Figure 12: Glassframes used in pilot studies. (a) Small frame.
The frame is light and small. However, for some people the
lower edge is too close to the skin. (b) Medium frame. This
frame was used in the user study. (c) Large frame. The frame
is light yet big. For some people it is too loose and slides
down easily.

We also examine possible impacts of different shapes of face. We
measure the height and width of participants’ face from the video
and compared them against the size of the glass-frame to obtain the
actual sizes. We draw the relationship between the height/width
and performance of the participant in Figure 13. From the figure it
is not evident that face shape has any correlation with performance.
However, the current sample size (12) is very small to draw any
conclusion.
8https://invensense.tdk.com/wp-content/uploads/2016/02/DS-000069-ICS-43434-
v1.2.pdf

https://www.google.com/glass/tech-specs/
https://mediaserver.goepson.com/ImConvServlet/imconv/b1cac7eaccf8017600cf8e0ac112f5403b86e4de/original?assetDescr=Moverio_BT-35ES_Glasses_and_Intelligent_Controller_Specification_Sheet_CPD-60652R1.pdf
https://mediaserver.goepson.com/ImConvServlet/imconv/b1cac7eaccf8017600cf8e0ac112f5403b86e4de/original?assetDescr=Moverio_BT-35ES_Glasses_and_Intelligent_Controller_Specification_Sheet_CPD-60652R1.pdf
https://mediaserver.goepson.com/ImConvServlet/imconv/b1cac7eaccf8017600cf8e0ac112f5403b86e4de/original?assetDescr=Moverio_BT-35ES_Glasses_and_Intelligent_Controller_Specification_Sheet_CPD-60652R1.pdf
https://www.niora.net/en/p/microsoft_hololens
https://invensense.tdk.com/wp-content/uploads/2016/02/DS-000069-ICS-43434-v1.2.pdf
https://invensense.tdk.com/wp-content/uploads/2016/02/DS-000069-ICS-43434-v1.2.pdf


CHI ’23, April 23–28, 2023, Hamburg, Germany Ruidong Zhang, et al.

Figure 13: Impact of face shape. (a) Illustration of measure-
ment. The width of the glass-frame served as the reference.
(b) Distribution of face size andWER.WER value represented
in size of the bubble.

8.7 Limitations and Future Work
Like any other systems, EchoSpeech has its own limitations. We
list the limitations we have identified as well as future directions of
optimizing the system.

8.7.1 Pushing Glasses. A major limitation is that EchoSpeech does
not work well when objects get too close to the sensors, such
as pushing glasses with fingers. We believe that this issue might
be improved by applying data augmentation. However, we also
believe that such a limitation might be acceptable. Research already
show that users are willing to tolerate more errors for silent speech
system [46]. Pushing glass as to SSI can be comparable to coughing
or sneezing as to voiced speech interfaces.

8.7.2 Device Stability. Several participants reflected that the glass-
frame was not particularly stable during the study (P7, P8, P11).
They all have relatively small faces. This issue may negatively im-
pacts performance. We believe that more glass-frames size options
or personalized glass-frame can mitigate this issue.

8.7.3 Activating the System. Activating the system before use can
save significant power and computational resources. Although
EchoSpeech uses a segmentation-free pipeline that automatically
detects the start and end of speech, it was not evaluated specifically
for activation purpose. To be used with activation, the system needs
to tell certain activation gestures apart from various other activities
even including speech. We leave this exploration for future work.

9 CONCLUSION
We present EchoSpeech, a minimally-obtrusive contact-free silent
speech interface on a glass-frame that can recognize both discrete
and continuous speech. EchoSpeech strives to address the key chal-
lenges faced by wearable SSIs by placing two pairs of speakers and
microphones on either sides of a glass-frame. Such configuration
allows EchoSpeech to capture subtle yet highly-informative skin
deformations with acoustic sensing at a close-up yet comfortable
position. A customized deep learning pipeline enables EchoSpeech
to recognize discrete and continuous speech without segmenta-
tion. Our user study with 12 participants shows that EchoSpeech
achieves a WER of (std 3.5%) and 6.1% (std 4.2%) on recognizing 31
isolated commands and 3-6 figure connected digits, respectively.
Further evaluation demonstrates EchoSpeech’s robustness across

different scenarios such as walking and injected noises. Finally, we
demonstrate with a real-time demo that operates at 73.3mW with
pipelines running on a smart phone to demonstrate EchoSpeech’s
use cases in demo applications.
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