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In this paper, we introduce PoseSonic, an intelligent acoustic sensing solution for smartglasses that estimates upper body poses.
Our system only requires two pairs of microphones and speakers on the hinges of the eyeglasses to emit FMCW-encoded
inaudible acoustic signals and receive reflected signals for body pose estimation. Using a customized deep learning model,
PoseSonic estimates the 3D positions of 9 body joints including the shoulders, elbows, wrists, hips, and nose. We adopt a
cross-modal supervision strategy to train our model using synchronized RGB video frames as ground truth. We conducted
in-lab and semi-in-the-wild user studies with 22 participants to evaluate PoseSonic, and our user-independent model achieved
a mean per joint position error of 6.17 cm in the lab setting and 14.12 cm in semi-in-the-wild setting when predicting the
9 body joint positions in 3D. Our further studies show that the performance was not significantly impacted by different
surroundings or when the devices were remounted or by real-world environmental noise. Finally, we discuss the opportunities,
challenges, and limitations of deploying PoseSonic in real-world applications.
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1 INTRODUCTION

Smartglasses have become an important form of personal wearable computing, but they face limitations when
it comes to sensing the user’s body postures. Due to restrictions in weight, size, and battery consumption of
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Fig. 1. Overview of the sensing technique adopted in PoseSonic: The first row denotes the RGB video frames of upper body
movements. The bottom four rows indicate the differential echo profile computed for estimating body joint coordinates. Since
we use pair of speakers and mics on both sides of the eyeglass, the acoustic signal can travel to any mic in four different
paths. The paths are defined as follows: Path-1: Left Speaker to Right Mic (LR), Path-2: Left Speaker to Left Mic(LL), Path-3:
Right Speaker to Right Mic (RR), Path-4: Right Speaker to Left Mic (RL)

the hardware components inside the glasses, most current smartglasses are only able to capture the motion of
the head using the inertial measurement units (IMUs), touch input using a touchpad, or speech interactions
using a microphone. However, none of these sensors are capable of capturing body poses critical for a range
of applications, such as activity recognition [23], health monitoring [36], and virtual reality [4]. Upper body
pose, for instance, is essential for virtual and augmented reality interactions and is involved in almost all types
of physical activities. Tracking upper body poses allow computers to better understand and interpret a user’s
behavior and intention, such as detecting when the user is eating.

Tracking upper body pose has been proved to be an extremely challenging task for smartglasses, as they are
not directly attached to any part of the limbs. One of the most popular approaches [39] to track body pose is
using egocentric cameras to capture body images from the head, an approach that has been widely adopted on
head-mounted devices such as virtual reality headsets. However, unlike VR headsets which have a large battery
and form factor, the small form factor and battery size of smartglasses make it extremely challenging to add
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an egocentric camera. Additionally, even if it is possible to add cameras to smartglasses, keeping the camera
running would quickly exhaust the battery and CPU, and the camera may also capture images of the user and the
surrounding environment, potentially raising privacy concerns. As a result, we have not seen any commodity
smart glasses, other than VR headsets, incorporating camera-based solutions for upper body pose tracking. There
is a clear need for a new lightweight sensing solution for smart glasses to track fine-grained upper-body poses.

In this paper, we present an intelligent upper body pose estimation solution on smartglasses that utilizes
a low-power, minimally-obtrusive, and privacy-sensitive acoustic sensing technique. Our method allows the
smartglasses to track upper body poses including the 3D positions of upper limbs without the need of collecting
any training data from the new user. Two pairs of MEMS microphones and speakers need to be attached to the
two hinges of an off-the-shelf glass frame. The speakers emit inaudible, Frequency Modulated Continuous Wave
(FMCW)-encoded acoustic signals that are reflected by different body parts, such as the arms, hands, torso, and
shoulders. The two microphones on the glass frame capture these reflected signals, which are then analyzed to
extract the reflection information in the form of echo profiles (detailed discussion in Sec. 4.3), as illustrated in
Figure 1. To learn the complex mappings between the captured acoustic signals and upper body poses, we develop
a customized convolutional neural network. The network takes time series of both original and differential echo
profiles extracted from acoustic signals as input and outputs the 3D coordinates of upper body parts, including
nose, shoulders, wrists, elbows, and hips.

To evaluate the performance of the PoseSonic, we conducted an in-lab user study with 12 participants and a
semi-in-the-wild study with 10 participants, where each participant performed a variety of pre-defined upper
body poses wearing the commodity glass integrated with our solution. We conducted the studies in 5 rooms with
different furniture settings and two places outside the lab (sidewalk and cafe). Each participant remounted the
glasses multiple times during the experiment. The results show that, without the need of collecting any training
data from a new user, PoseSonic can estimate the upper body poses including 9 (nine) 3D body joint positions for
them with an average localization error of 6.169 cm in the lab setting and 14.119 cm in semi-in-the-wild setting in
a leave-one-participant-out experiment. The performance can be further improved to 5.633 cm in the lab setting
if we fine-tune the model with the participant’s own training data. On the other hand, the performance in a
naturalistic setting can be improved to 12.004 cm with an addition of 30 minutes of training data not necessarily
from the same user. Furthermore, by using the data from different rooms as testing data, we show that there is
no significant difference in performance when the rooms and furniture are different. Moreover, the PoseSonic
system demonstrates robustness to noise in different real-world settings.

To the best of our knowledge, PoseSonic is the first acoustic-sensing technology on smartglasses that tracks
upper body poses. Different from many data-driven sensing approaches which require training data from each
user to fine-tune the model, our system works well even without the need for collecting training data from a new
user, as shown by the promising performance in a user-independent evaluation. Additionally, the microphones
and speakers are lightweight and have a low-power signature. Therefore, we believe that PoseSonic fills the gap
of the smartglasses-based body pose tracking by showing the feasibility of a novel acoustic-based body-pose
sensing solution that has the potential to be deployed on commodity smartglasses in the future.

Our contributions are summarized as follows:

o We presented the first acoustic sensing system on smartglasses that can estimate upper body poses.

e We designed and implemented a customized deep learning framework with cross-modal supervision to
learn 9 key points on the upper body without any manual labeling.

o We conducted two user studies with a total of 22 participants in lab setting and the study demonstrates the
promising performance of PoseSonic across different participants and environments without the need of
collecting training data from the new participant nor the environment.
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e We conducted a semi-in-the-wild study with 10 participants and the study demonstrates the robustness of
PoseSonic system to real-world noise and random user motion.

o We discussed the opportunities, challenges, and limitations of PoseSonic within the context of deploying it
in real-world applications.

2 RELATED WORKS

Research in human pose estimation can be broadly classified into two categories: non-wearable and wearable-
based. This section provides an overview of the existing work in both categories and examines their relevance to
our approach.

2.1 Non-wearable Based Pose Estimation

2.1.1  Computer Vision-based. The existing body of research on pose estimation relies mostly on computer
vision-based approaches which require the installation of RGB or specialized cameras. Researchers apply deep
learning techniques [6, 9, 21, 32, 43, 50, 52, 56] to estimate 2D human pose based on labeled pose databases.
Meanwhile, the construction of 3D human pose from a single image [15, 17] or video [33, 53] also got attention
from the computer vision community. In addition, the potential of depth or infrared sensors in estimating human
pose has been explored in some recent research [27, 47, 51]. Microsoft Kinect [1] and LeapMotion [12, 42] utilizes
depth or infrared sensors alongside RGB camera for estimating human pose and these systems are already in
commercial use. Moreover, the use of built-in cameras and sensors of the smartphone [3, 5] shows promising
results in approximating human body movements. Although vision-based systems offer fine-grained information
about the human body, occlusion is a fundamental challenge to these systems. As a result, there is usually a
degradation of performance in the scenario of non-line-of-sight or poor lighting conditions. Moreover, there is
increasing concern about the privacy of the users as well as bystanders of the vision-based systems. For instance,
the leakage of recorded videos of users and their environment is one of the major concerns.

2.1.2  Other Types of Non-wearable Sensors. In addition to computer vision-based systems, other types of sensors
can contribute to body pose estimation. For example, RF-Pose [54] and RF-Pose3D [55] present approaches to
estimate human poses using radio frequency signals. These systems accurately estimate human poses despite
occlusions between the body and the installed radio. Furthermore, some other existing pose estimation systems
[16, 34, 35] leverage the WiFi signal to track motions. In addition to that, some recent research [2, 18] has utilized
off-the-shelf mmWave radar to estimate the body pose of multiple users simultaneously. These systems also
utilize the reflection of different signals from the body to estimate users’ body poses. However, most of the
systems require the instrumentation of the environment through the installation of single or multiple sensors at
a particular place. It is a major bottleneck to the movability of the subject and deployment in the wild.

2.2  Wearable-based Pose Estimation

In order to solve the problems of occlusions and movement of users of the aforementioned non-wearable systems,
researchers have put much effort into developing wearable systems to track human poses. Wearable-based systems
overcome the constraints of movability by widely adopting Inertial Measurement Units (IMUs) in pose estimation
wearable systems [8, 14, 24, 26, 41]. However, IMU-based sensing techniques do not capture fine-grained data
on the movement of different body parts [40]. On the other hand, some recent works exhibit the feasibility of
wrist-worn cameras [11, 22] to track human body pose. Other works place regular or fish-eye cameras on hats [49],
VR headsets [39] or chest mount [13, 31] to capture body pose. Furthermore, acoustic sensing has been deployed
to capture the distance between a pair of wearables to infer human body pose [19]. For most of the wearable
systems above, the user is required to wear multiple sensors at different body locations to obtain reasonable
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performance, which is not practical in real-life scenarios. Apart from that, the size and power consumption of
these systems are major setbacks in real-world deployment for continuous estimation.

Although smart glass has the potential to become a widely adopted wearable device in the future, the feasibility
of building sensing systems on smart glasses for body pose estimation has not been fully explored. Additionally,
RGB cameras on smart glass create privacy leakage issues and thus might not be acceptable as a sensing modality
for pose estimation in many daily living and social interaction scenarios. Therefore, we propose PoseSonic which
is an acoustic sensing system for smart glass to estimate the upper limb human body pose.

3 THEORY OF OPERATION

PoseSonic aims to estimate upper body posture through the use of acoustic sensors on eyeglasses, with a focus on
privacy preservation, less intrusive design, and low power consumption. This idea of using the reflection patterns
of acoustic signals to track human activities has been explored before for topics such as facial expression tracking
[20, 46] and gesture tracking [30, 45]. However, there has not been any prior work utilizing acoustic sensing
to track human poses. Similar to facial expressions and finger gestures, the upper body posture is composed
of various movements involving the shoulders, arms and hips. Each component has a unique position and
moves at different directions and speeds when people perform different gestures. As a result, the acoustic signal
emitted from the speaker is reflected and diffracted differently at each component before being received by the
microphones. This generates unique patterns in the reflected signal which will help PoseSonic estimate the upper
body posture using a customized deep learning network.

To validate the feasibility of this approach, we conducted an experiment where three researchers performed
various upper-body movements while wearing glasses with speakers and microphones on both hinges. By
generating echo profiles through a signal processing pipeline (detailed in later sections), we have identified clear
patterns in the reflected acoustic signal, as shown in Fig. 1, that demonstrated the feasibility of our approach.
With the aforementioned objectives in mind, we conducted extensive research and experimentation on various
acoustic sensing configurations and learning algorithms. After a thorough evaluation, we selected a system that
best met our goals and documented the process and results in the following sections.

4 DESIGN AND IMPLEMENTATION OF SENSING SYSTEM
4.1 Frequency Modulated Continuous Wave (FMCW)

The naive approach to using audio signals to measure distance is to transmit a sharp pulse and receive the signal
reflected from objects. By measuring the time delay 7 between the transmitted and received signals, the distance
can be calculated with d = v7/2, where v is the speed of sound and d is the distance between the audio source and
object. The result is divided by 2 since d is the round-trip distance that the signal travels between the source and
the object. Although this approach is straightforward, the sharp pulse transmission requires a large bandwidth
and thus consumes high power [44].

To tackle these challenges, we decided to use the Frequency Modulated Continuous Wave (FMCW) technique.
FMCW is a type of signal that indirectly measures the distance between the signal source and objects by using
the difference in frequency between the transmitted and received signal. An example of the FMCW signal is
provided in Fig 2, where 7 represents the time delay between the transmitted and received signals. The frequency
of the signal increases linearly over time during each sweep period. The frequency of the acoustic FMCW signals
can be represented as a linear function of time. At the time ¢, the frequency of FMCW is f(¢) = f. + % - t, where
fe is the carrier frequency, B is the bandwidth and T is the sweep period. The resolution 4R is the minimum
distance that the FMCW signal can appreciate and is measured as 6R = % where v is the velocity of sound and
fs is the sampling rate. The maximum theoretical range of the signal is computed as Ryqx = 6R - N = i N,
where N is the number of samples in one sweep period.
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Fig. 2. Transmitted (red) and received (blue) signal of FMCW for two sweep periods

4.2 Acoustic FMCW Signal Configuration

The PoseSonic system is equipped with speakers emitting FMCW acoustic signals. The signal configurations
of our system are determined as follows. Firstly, sounds around 17 KHz and above are inaudible to most adults
[7]. Secondly, the microphones and speakers in the commodity wearables (e.g., smartglasses, earables) can be
operated up to the Nyquist frequency of 22.05 KHz with a sampling rate of around 44.1 KHz. Thus, our choice of
frequency aims to find a solution that is potentially applicable to commodity microphones and speakers without
losing performance. Therefore, we chose the carrier frequency f. as 18 KHz and 21.5 KHz respectively for the left
and right channels for the two primary reasons above. The bandwidth B is set to be 3 KHz.

As a result, the FMCW chirp sweeps within the frequency range of 18 - 21 KHz for the left channel and 21.5 -
24.5 KHz for the right channel so that the two channels do not interfere with each other. The sampling rate f; of
our FMCW signal is 50 KHz. The sweep period of the signal is set to be N = 900 samples or 18 millisecond (%).
The speed of sound v in dry air at 20°C (68°F) is 343 m/s. Given the above parameter values, the resolution of
our system is % = 0.343 cm, which is high enough to capture subtle movements of the body. Our sensing
mechanism also covers the whole body since the maximum range of the signal is 52— - 900 = 3.087 m or around

250000
10 feet, which is higher than the average human height.

4.3 Echo Profile Calculation

Our system applies cross-correlation to measure the time delay between the transmitted and reflected signals.
We used the cross-correlation function defined in [44]:

R(n) = N NI o (m) o (mtn), iR >0 "
N_l‘n| Zix;&nl_l Upx(m) “ vgx(m+n), ifn<0

where N represents the number of samples in each sweep period,n = =N +1,-N + 2, ..., N — 1 and R(n) is the
similarity between transmitted signal v;, and received signal v, shifted away by n samples. As defined in EarIO
[20], the cross-correlation has the same period as the transmitted signal, and the output of the cross-correlation
operation in that period can be named as an echo frame. Through transmitting FMCW acoustic signal repeatedly,
we obtain an array of consecutive echo frames and this array is defined as echo profile. If we consider an echo
frame as a column vector, the vertical axis of the echo profile represents the distance between the object and
the sensor, and the horizontal axis is the temporal axis. Each bright spot on the echo profile means a strong
reflection signal is received at the corresponding distance and time. Since the period of the signal is 900 samples
and our device contains two pairs of sensors mounted on the left and right hinges of the glass frame respectively,
the echo profile is a 3600-dimensional vector with four 900-dimensional channels stacked together (4 possible
speaker-microphone links between 2 speakers and 2 microphones as depicted in Fig. 1).
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24mm

7 4
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Fig. 3. Hardware and form factor of PoseSonic: In Subfig. (a), 1: Transmitter or speaker, 2.1 and 2.2: Two sides of the receiver
or microphone board, 3: Microcontroller (Teensy 4.1) to interface speakers and mics, 4: Customized adapter PCB. In Subfig.
(b), Speakers and mics connected to the microcontroller using FPC cables.

We further process the echo profile to acquire a differential echo profile by calculating the absolute difference
between two consecutive echo frames. The main advantage of a differential echo profile is that it preserves the
changes in the echoes across consecutive frames and removes unchanged signals reflected from static objects. As
a result, it contains less noise from the surroundings and yields a higher signal-to-noise ratio (SNR). In addition,
a differential echo profile is particularly helpful in mitigating issues of remounting. Although a change in the
position of the device alters the absolute distance between the sensors and targets, such difference will not
impact the differential echo profile which only considers the change across consecutive echo frames. Therefore,
the same physical action or movement will offer a similar differential echo profile irrespective of the physical
characteristics of the user.

4.4 Implementation of Sensing System

To implement the FMCW-based sensing system we designed above, two speakers (OWR-05049T-38D") and two
microphones (ICS-43434%) are adopted in the system. A micro-controller Teensy 4.1° is used to manage the signal
emission and reception. It has an SD card interface on board so the received data can be saved into an SD card.
To better control the audio signal, we customize a Printed Circuit Board (PCB) with two SGTL5000 chips* that is
compatible with the micro-controller. All the hardware components communicate with each other through the
Inter-IC Sound (12S) interface. The microcontroller, the speaker, the microphone, and the customized PCB are
shown in Fig. 3(a).

Considering our goal is to track the posture of users’ upper body, we chose a pair of glasses as our form factor
and deployed our sensing system on it. As displayed in Fig. 3(b), we place one speaker and one microphone on
each hinge of the glasses, pointing downwards. The system includes two pairs of speakers and microphones
symmetrically so that each one contains information mainly from one side of the body. Besides, the sensors are
pointing downwards so that the signals are directly emitted towards the upper body and the microphones have a
better view of receiving signal reflections. The speakers and microphones are connected to the microcontroller

thttps://www.digikey.com/en/products/detail/ole-wolff-electronics-inc/OWR-05049T-38D/13683703
Zhttps://invensense.tdk.com/products/ics-43434/

3https://www.pjrc.com/store/teensy41.html
4https://www.mouser.com/new/nxp-semiconductors/nxp-sgtl5000-low-power-stereo-codec/
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using Flexible Printed Circuit (FPC) cables. We believe this prototype is minimally-obtrusive and does not have a
significant impact on users’ daily activities. Besides, this form factor guarantees the stability of the system and is
close enough to the users’ upper body for tracking its posture.

5 DEEP LEARNING FRAMEWORK

Teacher Network

— o PP

Student Network

RGB Frame

Cross — modal Supervision

| Feedforward Regression Block

] | 1 ¢
7 I | i
diff ! | ( — ... — H <«
| Original Echo Encoder |
| |

Eoriginal

Fig. 4. Deep learning architecture of PoseSonic. Teacher Network: Pre-trained BlazePose GHUM 3D model [48] consisting
of MobileNet-V2 [37] convolutional architecture, Student Network: Model with two branches for original and differential
echo profiles respectively where each branch is a ResNet18 [10] encoder. The input to the feedforward regression network is
the elementwise summation of representation vectors retrieved from two branches.

The architecture of the deep learning framework for estimating upper body pose is illustrated in Fig. 4. The
design of this framework follows a teacher-student training strategy. The pipeline demonstrated in the upper part
of Fig. 4 is the teacher network which provides supervision to the student network illustrated in the bottom part.

5.1 Cross-Modal Supervision

Since it is not possible to manually label the acoustic signal with corresponding human upper limb joint coordi-
nates, the student network designed for acoustic data utilizes cross-modal supervisory signal obtained from the
teacher network to learn this correspondence. The teacher network takes RGB video frames synchronized with
the acoustic data as input. In this work, we utilize a pre-trained neural network [48] as the teacher network and
it predicts nine 3D upper body joint coordinates from RGB video frames. On the other hand, the student network
takes echo profiles as input and predicts upper limb joint coordinates. The training of the student network is
guided by the prediction retrieved from synchronized video frames by the teacher network.

Let’s consider a pair of synchronized RGB video frame and echo profile frames as (I, E) where I denotes an RGB
frame and E denotes a pair of original echo profile E,ijinq and differential echo profile Ey; . The pre-trained
teacher network T(+) predicts joint coordinates T(I) from the RGB video frame I. The student network S(-) takes
E = (Eoriginal> Eaifr) as input and predicts upper limb joints S(E). The training objective of the student network
is to minimize the difference between predictions T(I) and S(E) and it can be formulated as:

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 7, No. 3, Article 111. Publication date: September 2023.



PoseSonic: 3D Upper Body Pose Estimation Through Egocentric Acoustic Sensing on Smartglasses « 111:9

min )" L(T(I).S(E)) @
Y(LE)
Here, L(-) denotes the loss function of the deep learning model and we defined it as the Mean Squared Error
(MSE) between the joint coordinate prediction from the teacher network and the student network:

1 N
L(T,8) = > (T =S 3)

where T; and S; are the prediction of i-th batch from the teacher and student network respectively, and N is
the total number of batches.

5.2 Network Architecture

The original and differential echo profiles (details in 4.3) represent movements of different body parts. Taking
into consideration that the system is located on eyeglasses and we intend to predict upper body pose with it, we
crop 450 pixels (which represent the range ~ 1.5m) of each channel in the echo profiles. Then, we segment the
echo profiles into overlapping sliding windows. As we have four channels in the echo profiles, the shape of each
input original and differential echo profile will be (4 X sliding window length x 450). The student network for
estimating upper body pose takes these sliding windows of the original echo profile and differential echo profile
as input.

We design the network consisting of two branches to encode original and differential echo profiles respectively.
In this regard, we adopt ResNet18 [10] convolutional neural network as the encoder backbone in both branches
followed by an average pooling layer on the spatial axis. Each encoder learns a 256 dimensional representation of
the echo profiles. We compute the element-wise summation of these two representation vectors and it serves as
the input to the feedforward regression layer. The regression layer outputs the prediction of the coordinates of
nine 3D upper body joints as a vector with dimension 9 X 3 = 27.

5.3 Training and Implementation

The size of the input sliding window is tuned as a hyperparameter and set to 2 seconds (112 samples of echo
frame) for this system. Therefore, the shape of the input echo profile will be (4 X 112 X 450). In order to tune
this hyperparameter, we create a holdout validation set using 20% of the training data. Then, we iterate over
the range of sliding window sizes starting from 0.10 second to 7.50 second with a hop size of 0.10 second. For
each sliding window size, we train the model with training data excluding the validation set for 30 epochs and
evaluate the performance on the holdout validation set. We then chose the value of sliding window size that
yielded the best performance as a tuned hyperparameter. After preprocessing the input data with the tuned
value of the sliding window (2 seconds with 50% overlap), we have approximately 60, 000 data samples for each
participant in the user study. We use batch normalization after each layer in the encoder followed by the sigmoid
activation function. The dropout probability for the feedforward regression layer is set to 0.2. We train the model
for 30 epochs with a batch size of 48. We use Adam as an optimizer and deploy a learning rate scheduler with an
initial value of 107> and decay factor y = 0.1 in each 10 epoch. The neural network architecture is implemented
in PyTorch and PyTorch Lightning frameworks and trained on GeForce RTX 2080 Ti GPUs.

5.4 Evaluation Metric

We adopt Mean Per Joint Position Error (MPJPE) as the evaluation metric of the system. MPJPE is a widely
adopted metric to evaluate 3D pose estimation performance [25] and has been reported in recent wearable [22]
and non-wearable [35] based pose estimation techniques. Mean Per Joint Position Error (MPJPE) is defined as the
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average of Euclidean distances between the predicted joint coordinates and ground truth joint coordinates. We
compute MPJPE in the unit of centimeters and is defined as below:

L

j=M |i=D
(qi — pi)? 4)
j i=1

Mean Per Joint Position Error (MPJPE) = 1

M &

where M is the total number of body joints to be tracked by the system (M = 9) and D is the dimension of
joint coordinates which is D = 3 in our case.

MPJPE is computed after we align the estimated joint coordinates with ground truth coordinates. The ground
truth acquisition method BlazePose GHUM 3D [48] in the teacher network provides normalized coordinates
of upper body joints with the origin at the center of gravity of the human body which is the pelvis joint. We
align the estimated upper body coordinates with the origin of ground truth coordinates using the Procrustes
method [38]. Here, the Procrustes method [38] is an approach to finding a single orthogonal linear transformation
such that the sum-of-square distances between the distribution point sets are minimized. The numerical value
of the Mean Per Joint Position Error can be described with a geometric intuition. If we consider a sphere with
a radius equal to localization error centering at the ground truth point of a particular joint, the prediction is
expected to be any 3D point within the volume of this sphere of uncertainty.

6 IN-LAB USER STUDY

In this section, we provide the detail of the user study we conducted in the lab to evaluate the performance of
PoseSonic. The goal of this study is to benchmark the performance of PoseSonic with respect to the variability
across users and environments. In this regard, we design a set of action units to cover the range of upper-
body movements and evaluate the estimated pose of PoseSonic in tracking those unit movements. We evaluate
PoseSonic in two stages. In the first stage, we evaluate the performance of the system where the user is performing
the action units while being static or standing in the same place. In the second stage, the users are in motion (i.e.
walking) while moving their upper limbs according to the same set of action units.

6.1 Apparatus

In order to test the performance of our system on tracking upper body poses, we conducted a user study with the
prototype introduced in Subsec. 4.4. According to Subsec. 5.1, the teacher network needs RGB video frames as
input to train the model. Hence, we used laptops equipped with Intel RealSense D435 RGBD camera to record
a video of participants when they performed different body gestures. In the meantime, we played instruction
videos on the laptop, showing the body gestures to perform to the participants. The laptop was connected to a
24-inch LED monitor via cables to make it easier for participants to see the instruction video. In addition, the
users were provided with Apple AirPods Pro such that they can listen to audio instructions while in motion or
not facing the monitor. The study setup is demonstrated in Fig. 6 and Fig. 7.

6.2 Design Space of Action Units

The objective of the study is to validate the performance of our system in tracking upper-body poses. As a
result, we designed 6 upper body action units involving movements of different parts of the upper body for
participants to perform. Fig. 5 displays how these body gestures are performed. The body gestures according to
this design are left push, right push, front raise, lateral raise, cross arm, and wave. Our design space was primarily
influenced by the spatial location where upper limb movements take place. In order to evaluate a full range of
upper body movements, we separate the body movements into three categories: asymmetric, symmetric, and
complex. Asymmetric movements refer to activities that only involve one arm moving at a time. Symmetric
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Fig. 5. Design space of upper body action units

movements refer to activities where both arms move in a similar pattern at the same time. We designed the
action units in this way because our sensing system was placed on both hinges of smart glasses. Furthermore, we
designed a third category - complex - which refers to activities involving both arms moving at the same time,
but in different patterns. We designed the action units in this way because these complex movements are more
similar to daily activities, such as waving one hand. Moreover, we can validate the performance of the sensing
system under different movement synchronization conditions.

6.3 Study Design

(a) Main Study Room (b) Room A (c) Room B (d) Room C
Fig. 6. User study setup of the first stage in four different rooms

6.3.1 First Stage: This stage of the study was conducted in four rooms in the same building on campus, as
shown in Fig. 6. These rooms are usually used as offices, labs, and experiment rooms. When the study started,
we introduced the study goal and procedures to the participants and obtained their consent to participate in
the study. Then the participants were instructed to stand far enough from the laptop to make sure the camera
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could capture the whole body of the participants. Afterward, we asked the participants to wear our prototype
and perform physical movements defined by the action units (described in Subsec. 6.2) following the instruction
video, as a practice session. After the participants were familiar with the gestures to perform and the remounting
process, the formal study began.

In each session of the formal study process, the instruction video would show 5 repetitions of each of the 6
action units. The gestures were displayed in a random order and each gesture was shown for 6 seconds so that
the participants had enough time to finish the gesture. Therefore, each session of our study lasted for 3 minutes
(6s X 6 gestures X 5 repetitions). The laptop also played audio together with the instruction video in case the
participants were not able to see the video clearly. After each session, we asked the participants to remount the
device and take a break if needed.

A total of 13 sessions described above were collected in the main study room (depicted in Fig. 6(a)) for our
study. This part was the major part of our study. Among these 13 sessions, 12 sessions were used as the training
and calibration datasets of the model while the remaining one session was used for testing. Then we asked
the participant to go to two randomly selected rooms from the remaining three (Room A, B, and C) to collect
one testing session from each room. With this step, we would like to validate that the performance of our
system is invariant to the change of location. In short, we collected 15 sessions of data in total (equivalent to 45
minutes), which contains 12 training sessions and 3 testing sessions. Our experiment design ensures that for each
participant, we have one testing session for each of the 3 different rooms.

Stage 2: User Study Room

4m
RGBD g RGBD
camera i camera
@ m if experiment area O
15 m 15 m
(a) Study Room (b) Schematic Diagram of Study Setup

Fig. 7. User study setup in the second stage

6.3.2 Second Stage: In the second stage of the study, we evaluated the performance of PoseSonic under the
condition of random user motion. We followed a similar initial procedure of briefing participants as in the first
stage. The study was conducted in a very large room as depicted in Fig. 7(a). We defined a 4 meter X 3 meter
experiment area where the participants were allowed to randomly walk while performing the upper limb actions
(as described in Subsec. 6.2). We instrumented the experiment area with two ground truth acquisition devices
placed at 180° position as depicted in Fig. 7(b). Since the participants were walking during data collection, we
provided the participants with both audio and visual instructions, which they listened to by wearing a pair of
Apple AirPods Pro.
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Each session of the formal study was of the same duration (3 minutes) and structure as in the first stage. After
each session, we asked the participants to remount the PoseSonic device. We collected data from a total of 10
sessions where eight were used for training and two for testing.

6.4 Participants

The study was approved by the Institutional Review Board for Human Participant Research (IRB) of our institution.
We successfully recruited 12 participants (4 females and 8 males) with an average age of (21.833 + 2.368) years,
ranging from 18 to 26 years old for the first stage of evaluation. In the second stage, we recruited a new group of
10 participants (6 females and 4 males) with an average age of (22.9 + 3.247) years, ranging from 19 to 29 years

The overall duration of our study in any stage for each participant was no longer than 75 minutes. After the
study, we collected demographic information from the participants.

7 PERFORMANCE EVALUATION OF IN-LAB USER STUDY

In this section, we outline the experiments carried out to assess PoseSonic’s performance. First, we show the
performance of the leave-one-participant-out cross-validation. Then, we present the results of the fine-tuned
personalized model. Lastly, we detail the performance of PoseSonic under different environmental conditions by
evaluating the performance of the test set collected in different rooms.

7.1 Evaluation of Leave-one-participant-out Experiment

We want to evaluate the generalizability of PoseSonic across different users and thus perform leave-one-participant-
out cross-validation. As described in Sec. 6, we had 12 participants in the user study and recorded 15 sessions of
data for each. In the leave-one-participant-out cross-validation experiment, we first hold out all 15 sessions of
data for one participant and consider it as the test set. The remaining data from the other 11 participants is used
for training the deep learning model. We then repeat the aforementioned process on each participant, generating
12 models in total. Please note that these are user-independent models which do not require training data from
the user themselves. We report the mean per joint position errors for each participant of this cross-validation
experiment in Table 1. In addition, we summarize the evaluation of the leave-one-participant-out experiment in
Fig. 8. The blue dot in Fig. 8 represents the mean localization error in centimeters across all participants for the
particular body joint denoted in the x-axis. The red line denotes the standard deviation of localization error for
that body joint.

We observe that the localization error for both the right and left hip is very low compared to other body
joints in Table 1. It can be attributed to the fact that the movement of hips compared to other upper body joints
in our dataset is low. Therefore, it induces lower prediction error in the evaluation. If we exclude the mean
localization errors of the hips, then the mean localization error across all participants is 7.751(+4.754) cm in the
leave-one-participant-out experiment.

7.2 Performance of Fine-tuned Personalized Model

The aforementioned leave-one-participant-out experiment validates the performance of PoseSonic with respect
to user variability. Therefore, we can obtain the performance noted in Table 1 for the particular user without
any requirement for training data. However, the performance for a particular user can be improved if the user-
independent model described in Subsec. 7.1 is fine-tuned with data from that user. As mentioned in Sec. 6, we
collect 15 sessions of data from each participant and each session lasts for 3 minutes. We hold out the last
three sessions for each participant in the user study and include it in the test set. Hence, the test dataset of
this experiment is one-fifth or 20% of the total data collected in the user study. The rest of the data is used
for fine-tuning the user-independent pose estimation model (12 sessions per participant). The performance of
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Fig. 8. Evaluation of the user-independent model for different upper body joints in leave-one-participant-out experiment

Table 1. Mean Per Joint Position Error (cm) for Each Participant in Leave-one-participant-out Experiment

Participant nose left right left right  left right left right mean
shoulder shoulder elbow elbow wrist wrist hip hip
pPo1 4.5811  3.8147 3.6610 7.0934  7.3905 14.2766  15.7059  0.5682  0.5645 6.4062
P02 3.9563  3.8035 3.5025 7.2667  7.6168 15.6616  16.1285  0.5831  0.5819  6.5668
Po3 3.5808 3.2015 3.2244 5.8077  6.7344 11.7020  13.7535  0.5260  0.5234  5.4504
Po4 4.0480 3.5361 3.1733 7.7231  8.6947 16.2302 189958  0.5703  0.5700  7.0602
P05 3.6278  2.7903 3.4093 54233 58295 10.4278 10.2144 0.4924 0.4919 4.7452
Po6 3.6494  3.1759 3.0159 6.2114  7.3659  13.5301  15.4433  0.4557 0.4560  5.9226
pPo7 4.7267  3.9848 3.7620 8.1299  8.9405 17.1594  18.7400  0.5501 0.5488  7.3936
Pos 6.2705  5.7956 6.2993 9.3760  9.7107  20.7617 16.8044  0.7048  0.6983  8.4913
P09 2.9244  2.8824 2.8157 6.5383  7.3927  12.9663  13.5415 0.5826  0.5802  5.5805
P10 4.7363  4.1569 4.1032 5.7571  6.7917  11.6215 12.6871  0.6795 0.6893  5.6914
P11 3.5270  3.3695 3.1099 6.7003  6.1610 12.7604 12.0721 1.0674 1.0599  5.5364
P12 3.2035 2.7143 2.8687 6.0212  6.6620  11.4247  12.1055 0.8287 0.8290  5.1842
Avg. 4.0693 3.6021 3.5788 6.8374 7.4409 14.0435 14.6827 0.6341 0.6328 6.1691
Std. 0.9026 0.8376 0.9373 1.1498 1.1590 2.9641 2.7445 0.1697 0.1686 1.0639

fine-tuned pose estimation models is summarized in Fig. 9. This figure represents the computed value of the
evaluation metric Mean Per Joint Position Error (details in Subsec. 5.4) for the nine joints that PoseSonic is
tracking. We find that the mean localization error across all participants for all nine body joints is 5.6336(+0.7831)
cm. Moreover, we observe that the mean error and standard deviation are smaller for shoulders, elbows, and hips
than the wrists. This phenomenon can be explained based on the sensing technique we are utilizing in PoseSonic.
Since the input echo profiles fundamentally represent the distance of different moving parts of the body and
wrists are the most dominant joint in most of the action units in our user study, it induces higher variability
across sessions and participants. This lead to higher localization errors for the wrists.
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Fig. 9. Evaluation of the fine-tuned personalized model for different users across different upper body joints

7.3 Evaluation across Different Indoor Setting

We conducted a user study of 12 participants (details in Sec. 6) and collected data in four different rooms. Room-1
is a carpeted office space that is used as the main study room (image provided in Fig. 6(a)). Among the total of 15
sessions, we collected 13 sessions of data in that room. The other rooms are labs or office spaces without carpets
and experiment rooms with electronics and prototyping instruments. If we label the three rooms except for the
main study room with A, B, and C (as depicted in Fig. 6), then we can have (2) choice of 2 room combinations
which are the pairs (A, B), (B, C) and (C, A). We pick a random pair for any particular participant uniformly and
independently and label them as Room-2 and Room-3. Afterward, we collect one session of data in each room.
We construct a test set for each participant with one session of data collected in Room-1, Room-2, and Room-3
respectively, and train the model with the rest. We present the mean localization error in three different rooms
across all body joints for each participant in Fig. 10. We conducted a one-way repeated measures ANOVA to
compare the result in three different indoor settings. We compute that the f-ratio value is 0.271 (where degrees
of freedom between groups dfyesieen and within groups df,,ishin are 2 and 9 respectively) and the p-value is
0.765. Therefore, we do not find a statistically significant difference between tracking performance across rooms
(p =0.765 > 0.05). Hence, it could conceivably be hypothesized that different indoor settings such as the size
of the rooms, furniture arrangement, floor surface, etc. do not have a significant impact on the performance of
PoseSonic.
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Fig. 10. Evaluation of PoseSonic across different rooms

Table 2. Mean Per Joint Position Error (cm) for Each Participant in Random User Motion Experiment

Participant nose left right left right  left right  left right mean
shoulder shoulder elbow elbow wrist wrist hip  hip

Po1 5513 16.674 17.240 15.169 14344 21.852 22.313 9.103 9.109 14.591
Po2 5.501  15.854 18.332 14.876  13.109 21.874 17.205 9.259  9.267 13.920
Po3 4521 16.477 17.418 14.748 14.033  20.156  21.381 9.144 9.145 14.114
P04 4.617 16.865 17.076 17.410 17.648  20.829  21.004 9.557 9.547 14.950
P05 2.281 16.968 16.398 16.139  16.716  19.506  18.214 9.415 9.427 13.896
Po6 4597 14.951 17.548 14.161 15.633  19.467 19.819 8.979 8990 13.794
P07 3.678 15.666 16.721 17.209  16.667 19.638 19.969 9.145 9.141 14.204
P08 2.305 16.271 17.477 15.586  16.207  20.408 18.130 9.470 9.468 13.925
P09 4.607 16.971 17.602 15.643  15.206 18971 21.848 9.726 9.732  14.478
P10 4.853 16.701 17.352 15.091 14.114 23.297 21.159 9.575 9.577 14.635
Avg. 4.247 16.340 17.316 15.603 15.368 20.600 20.104 9.337 9.340 14.251
Std. 1.153 0.663 0.524 1.050 1.453 1.367 1.746 0.246 0.244 0.391

7.4 Evaluation under the Condition of Random User Motion

We intend to evaluate the robustness of PoseSonic while the user is in motion. Here, the motion can be referred
to as walking in a random pattern and with random head movements to observe the surrounding. As PoseSonic
relies on the information encoded in the reflection of the ultrasonic acoustic signal, it captures reflection from
the environment while the user is in motion. To evaluate this scenario, we designed the second stage of the
in-lab user study as described in Subsec. 6.3.2. In this stage of the study, we collected 30 minutes of data in 10
sessions. We used data from 8 sessions (24 minutes) as training data and 2 sessions (6 minutes) of data for testing
the performance. Here, we initialized the pose estimation model with the weights learned from training on the
data of all participants in the first stage of the study. It should be noted that the training data in the first stage
did not include any random user motion. We trained the model in a leave-one-participant-out fashion with the
data collected in the second stage of the study. This user-independent model was evaluated with the testing data
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collected in the second stage and Mean Per Joint Localization Error for each participant is reported in Table 2.
The average MPJPE across all participants was 14.251 cm with a standard deviation of 0.391 cm. We observe that
the wrists have the highest localization error of 20.6 cm and 20.104 cm for the left and right one respectively.
We observed in Table 2 that there was an increase in the error of tracking different body joints compared to
the tracking in the first stage of the study. It can be attributed to the fact that when the user moves their head or
walks, the original and differential echo profile captures reflection patterns from the objects in the environment
if it is within the sensing range. However, these reflection patterns are mostly not similar to the ones created
by moving upper limbs. Therefore, the joint coordinate estimation pipeline of PoseSonic shows robustness to
environmental reflections and captures upper body poses under the scenario of random user motion.
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Fig. 11. Distribution of Mean Per Joint Position of Error (cm) of wrist joints across three different scenarios: (1) the
participant is static while performing upper body movements, (2) the participant is in random motion and the wrist is being
moved within the volume of a sphere with a radius of 40 cm and center at the bridge of PoseSonic, and (3) user in motion
and wrist is being moved outside the sphere defined in (2)

When the participant is in random motion, the reflection from environmental objects is captured in echo
profiles. Generally, these objects are not in very close vicinity (25 — 30 cm) of the sensing system instrumented
at the hinges of PoseSonic. Therefore, if the wrists or elbows (which are the two body joints with the highest
localization error) are moving closer to the sensing system, we observe less degradation in performance than wrist
or elbow movement in further locations (greater than approximately 40 cm from PoseSonic). This phenomenon
is illustrated in Fig. 11 and Fig. 12. For both wrists and elbows, if it is moving near the sensing system, it yields
a lower localization error of the joints. In this regard, we define an imaginary sphere centering at the bridge
of the PoseSonic frame and having a radius of 40 cm. Wrist and elbow movement within this sphere shows
lower error in joint coordinate prediction (Mean Per Joint Position Error of approximately 17.5 cm for wrists
and approximately 13 cm for the elbows) and it is similar to the error under the situation where the user is not
in random motion. However, movements outside the aforementioned sphere yield higher localization errors as
depicted in Fig. 11 and Fig. 12. Given that we do not observe a difference in behavior based on this boundary in
the static setting, we believe that this could be attributed to the fact that the PoseSonic sensing system encounters
different objects in the surrounding, and reflection from these objects create adversarial data samples that impact
the performance of the deep learning model to capture body joint movements. Nevertheless, the performance in
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Fig. 12. Distribution of Mean Per Joint Position Error (cm) of elbows across three different scenarios: (1) the participant is
static while performing upper body movements, (2) the participant is in random motion and the wrist is being moved within
the volume of a sphere with a radius of 40 cm and center at the bridge of PoseSonic, and (3) user in motion and wrist is
being moved outside the sphere defined in (2)

this scenario can be improved with more data from users in different random motion situations and preprocessing
pipeline for environmental noise elimination.

7.5 Impact of Additional Training Data on Estimation Performance
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Fig. 13. Impact of additional training data on the performance of PoseSonic. The x-axis indicates the amount of additional
training data in minutes and the y-axis indicates the Mean Per Joint Position Error in centimeters on the test set of that
particular participant. The orange and blue lines demonstrate the evaluation metric in random user motion and static
scenarios respectively.

In order to evaluate the impact of additional training data on the performance of PoseSonic, we conducted a
follow-up experiment on three randomly selected participants. These participants were selected from the second
stage of the in-lab user study and they are P02, P05, and P08. For each participant, we incrementally add training
data and evaluate the performance on the test set of the participant in consideration. Here, the additional training
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data did not come from the particular participant. There are two sources of this additional data: other participants’
data in the formal user study and researchers’ data in the pilot study which was conducted prior to the formal
user study. The impact of adding more training data is depicted in Fig. 13. The inference evaluation plot for all
three participants in Fig. 13 demonstrates that more training data lead to better inference performance on both
static and random motion scenarios. However, the improvement of performance in the scenario of random user
motion is more conspicuous. This experiment indicates that although PoseSonic shows promising performance
without the need to collect any training data from a user, its performance can further be improved if it is provided
with more training data. The purpose of this paper is to demonstrate the proof-of-concept of this novel sensing
system on glasses. We will leave the study of how large-scale data sets improve the performance to future studies.

8 SEMI-IN-THE-WILD USER STUDY

In this section, we provide a detailed description of the semi-in-the-wild study that we conducted outside the lab
setting where the users are exposed to environments with real-world noise. This study was intended to evaluate
PoseSonic in an unconstrained naturalistic environment. In this regard, we designed three real-world scenarios
where the participants perform upper body poses while walking:

o Playing music in loudspeaker: we asked the participants to select any music they want to listen to and play
it in full volume on their phone (80dB to 90dB). While playing the music, they walked randomly in the
same experiment area designed for the second stage of the in-lab user study (as described in Subsec. 6.3.2)
and performed upper limb motions of action units.

o Sidewalk of a road: We selected a particular sidewalk in front of a building on the campus. There was
generally light traffic on the road and moderate congestion of people on the sidewalk. Note that there
was a construction site on the other side of the road and there was some noise from heavy machinery
occasionally.

o Cafe or restaurant: We selected an indoor cafe in a building on campus. The cafe has two counters and a
large seating area in a hallway. We conducted the study in the hallway of the cafe. We conducted the study
in the cafe on both weekdays and weekends. Generally, the weekdays’ meal time is the busiest hour and
weekends are less crowded.

Since we used RGBD cameras as the ground truth acquisition method, we restricted the movement of the
users to a certain area in all three scenarios. However, the participants walked randomly in the designated area
and performed upper limb poses. In each real-world scenario, we collected data for two sessions where each
session has the same structure and duration (3 minutes) as the in-lab user study (details in Sec. 6). There was a
remounting of the device between each session of data recording. All the six sessions recorded in this study are
used for testing the inference of PoseSonic under real-world noise scenarios in a naturalistic setting.

The same set of ten participants took part in this semi-in-the-wild user study after finishing the second stage
of the in-lab user study. The users received audio instruction through a pair of Apple AirPods Pro and performed
upper body actions accordingly. We did not impose any constraints on external factors such as congestion in
the surrounding environment, users’ clothing, study time selection, walking speed, etc. in this semi-in-the-wild
study.

9 EVALUATION OF PERFORMANCE IN SEMI-IN-THE-WILD STUDY
9.1 Impact of Real-world Noise in Unconstrained Environment

In order to evaluate the robustness of PoseSonic under the condition of exposure to real-world noise, we designed
a semi-in-the-wild study as described in Sec. 8. We collected data in three different scenarios of real-world noise.
To train the pose estimation model, we undertook a data augmentation strategy. We recorded noises defined in
the particular scenarios of real-world experiments and overlayed that information on the training data of the
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Fig. 14. Evaluation of PoseSonic under real-world noise in semi-in-the-wild study

second stage of the in-lab user study where the participants performed upper limb movement while in random
motion. We then tested the model on the six sessions of data recorded as part of the semi-in-the-wild user study.
Here, these data represent three real-world noise scenarios, which are music played on a loudspeaker, sidewalk,
and cafe or restaurant.

We compare the performance of PoseSonic in predicting upper body joints in these scenarios. The comparison
is depicted in Fig. 14. The Mean Per Joint Position Error across all users in the scenarios of music in a loudspeaker,
sidewalk, and cafe are 13.967, 14.324, and 14.065 cm respectively. Please note that the same 10 participants
participated in both the second stage of the in-lab study and this semi-in-the-wild study. The difference between
the second stage of in-lab performance with random motion noise and evaluation in all three scenarios at the
semi-in-the-wild study was less than 1 cm. It is evident in Fig. 14 that the pose estimation performance of
PoseSonic is not significantly impacted by the real-world noises presented in these locations and settings. This
highly promising result indicates the potential robustness of PoseSonic towards various real-world noises if
deployed at scale in real-world settings.

9.2 Noise Injection Experiment

The PoseSonic system uses acoustic sensing to track human poses, so one might question whether the noises in
the environment will have an impact on the performance of the system. In order to validate the research question,
we recorded three different kinds of noises in different environments using our system and injected them into
the testing sessions of the first stage of the user study data. We believe this is a good way to approximate the
study in real noisy environments because the noise should be additive to the data in a linear system like ours.
The three kinds of noises we recorded are (1) Cafe noise (recorded at a cafe with people talking around, noise
level: 63.8 dB(A)), (2) Curbside noise (recorded at the curbside with vehicles and people passing by, noise level:
69.0 dB(A)), and (3) Music noise (recorded when a song was played, noise level: 71.5 dB(A)). The evaluation

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 7, No. 3, Article 111. Publication date: September 2023.



PoseSonic: 3D Upper Body Pose Estimation Through Egocentric Acoustic Sensing on Smartglasses « 111:21

Table 3. Evaluation of Mean Per Joint Position Error (cm) of PoseSonic in Noise Injection Experiment

Noise Injection Scenario Mean Per Joint Position Error (cm)

Without Noise 6.0096
Cafe Noise 6.7989
Curbside Noise 6.3086
Music Noise 5.6724

results on the testing sessions overlaid with the three noises are displayed in Tab. 3. As shown in the table, the
performance of our system does not change a lot in different noisy environments, proving that our system is
resilient to noises in everyday surroundings.

10 DISCUSSION

10.1  Validation of Ground Truth Acquisition Method
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Fig. 15. Comparison of PoseSonic performance under the condition of two different ground truth acquisition modalities
(720p RGB Camera and Intel RealSense D435 RGBD Camera)

In order to validate the ground truth retrieved by using the teacher network of PoseSonic in the cross-modal
supervision setting (details in Sec. 5), we included Intel RealSense D435 as a ground truth acquisition modality in
the second stage of in-lab and semi-in-the-wild user study. Using the RGBD sensing in the RealSense cameras, we
computed normalized joint coordinates of the upper body. We then utilized these retrieved coordinates as ground
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truth to train the deep learning model to estimate upper body poses from the acoustic signal. The comparison
between the performance of PoseSonic using 720p RGB camera and Intel RealSense D435 RGBD camera as
ground truth acquisition method is illustrated in Fig. 15. It is evident in the performance comparison that the pose
estimation errors for both ground truth modalities are very similar. Furthermore, we validated the ground truth
pose estimation of the GHUM [48] model (which is used as the teacher network in deep learning architecture) by
using the Intel RealSense RGBD camera. In this regard, we estimated upper body joint coordinates utilizing the
GHUM [48] model taking 720p RGB frames as input and skeleton pose estimation pipeline of the Intel RealSense
camera. The margin of difference between the estimation from the two modalities in all testing scenarios is less
than 1cm. However, one point worth noting is that the RGBD camera does not perform reliably under sunlight
outdoors. Therefore, we relied only on the RGB frames to extract ground truth upper body joint coordinates
in the sidewalk testing scenario of the semi-in-the-wild user study. Nevertheless, the margin of difference in
different testing scenarios validates that the teacher network in cross-modal supervision setting (described in
Sec. 5) provided reliable ground truth to the PoseSonic system to estimate upper body pose.

10.2  Comparison with Other Pose Estimation Methods
Table 4. Comparison of performance and sensing technique with other pose estimation methods
Method Sensing Technique Mean Per Joint Model Type Notes on usage

Position Error

Pose-on-the-Go [3]

Depth camera and
IMU on a smartphone

Shoulder: 10 cm
Elbow: 12 cm
Wrist: 27 cm

User independent

Includes poses
while being static
and in random motion

BodyTrak [22]

RGB Camera
on a Wristband

Shoulder: 1.12 cm
Elbow: 9.44 cm
Wirist: 14.9 cm

User-dependent

All the motion in
the study are static

GoPose [35]

Multiple WiFi antenna

Shoulder: ~5 cm
Elbow: ~6 cm
Wrist: ~8 cm

User-dependent

Pose estimation system
installed in a room

PoseSonic

Acoustic Sensing

Shoulder: ~3 cm
Elbow: ~6 cm
Wrist: ~14 cm

User-independent

User can freely move
wearing the system
installed on eyeglasses

The goal of designing PoseSonic is to estimate the upper body human pose with a low power and privacy-
preserving sensing technique on a minimally obtrusive form factor. To the best of our knowledge, PoseSonic is
the first acoustic sensing system on the smartglasses form factor to estimate upper body pose. To help readers to
better situate the performance of PoseSonic in comparison to prior work, we presented some of the most relevant
prior work which also estimated body postures. As discussed in Sec. 2, there are numerous methods proposed to
estimate human pose. Most of these methods rely on computer vision-based techniques. We note the performance
of a few state-of-the-art methods in tracking upper limb movements in Table 4. We also note the usage and actions
included in their evaluation. As mentioned in Table 4, Wifi-based pose estimation such as [35] requires extensive
training data from each user and does not work when the user is not in an indoor setting. The most recent
wearable-based pose estimation techniques are Pose-on-the-Go [3] and BodyTrak [22]. BodyTrak uses an RGB
camera on the wrist and only evaluated the performance in a controlled lab study which was similar to our stage
1 user study in the lab. Our performance of 6.17 cm is significantly better than BodyTrak. Furthermore, BodyTrak
requires training data from each user while PoseSonic work without any training data from users. The most
recent work [3] also reported the performance in a user-independent evaluation under different scenarios. Our
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performance was slightly better than theirs. Furthermore, [3] requires several devices including smartphones and
other wearables to be worn at the same time. Our PoseSonic only needs glasses embedded with two pairs of cheap
and low-power microphones. Therefore, all the factors considered, PoseSonic does advance the wearable-based
pose tracking with strong performance, low energy consumption, and minimally-obtrusive form factor settings.

10.3 Power Consumption

We measured the power consumption of our system with a current ranger’. The system was powered with a
DC voltage of 3.3 V and the current was measured to be 175.1 mA. Thus the power consumption of our system
is 577.8 mW. This was measured with two speakers and two microphones operating, and with the data being
written to the SD card on the microcontroller. This guarantees our system is low-power. With a battery of AR
glasses like Google Glass (800 mAh), our system can run for around 4.5 hours if it is used alone.

10.4  Privacy Concern

The sensing system we developed in PoseSonic utilizes sound waves in the ultrasonic range (18KHz to 24.5KHz)
to capture upper-body human movements. We apply a bandpass filter on the audio recorded by the receiver or
microphone to segment signals within the frequency range of our interest. Therefore, PoseSonic does not require
any sound to be recorded that includes our conversation or environmental sound in daily life to estimate upper
body pose. This can mitigate the risk of user privacy leakage. However, the microphone may record audio that is
not utilized by PoseSonic. This privacy threat can be addressed by processing the acoustic signals on edge devices
locally. Although we did not investigate the deployment of PoseSonic on edge devices in this work, the required
input data shape to the deep learning framework shows that the memory footprint of sensor data captured by
PoseSonic is low, and thus the possibility of edge device deployment for more robust privacy protection can be
explored in future studies.

10.5 Health Implication

PoseSonic constantly emits ultrasonic soundwaves to track human body movements. This might be viewed as a
health concern. According to National Institute for Occupational Safety and Health (NIOSH) guidelines [29], it is
possible for an individual to be subjected to a constant 85 decibels (dB) for a duration of 8 hours in the workplace
before exceeding the maximum allowable daily limit. NIOSH recommendation is applicable for noises below
16kHz, which we did not use in PoseSonic. Moreover, we employed a CDC®-provided smartphone application
to gauge the noise level of PoseSonic. Activating the speaker and placing the smartphone just beside it result
in the app displaying a recording of around 68 decibels (dB). In addition, the frequency range of PoseSonic is
not audible to most adults. However, it might still be audible to some animals and kids with a higher range of
audibility. Moyano et al. [28] investigated the impact of ultrasound on human health under different conditions.
The ultrasound waves can range from KHz to MHz range. There have been some impact on human body muscles
such as reduction in muscle tone, release of muscle fluid, and increased membrane permeability of cells have been
observed through the absorption of ultrasonic acoustic wave operating in MHz range. However, the literature
does not present any concrete evidence of impact on human health with the ultrasound waves just above the
human audibility range (18 — 24 KHz) where PoseSonic is operating. Nevertheless, the usage of ultrasound
acoustic wave in commodity devices such as smartglasses require more attention and needs to be thoroughly
evaluated for possible health implications in future works.

Shttps://lowpowerlab.com/guide/currentranger/
Shttps://blogs.cdc.gov/niosh-science-blog/2014/04/09/sound-apps/
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Fig. 16. Differential echo profile for eating and drinking

10.6 Potential Applications

With the promising performance of our system shown in Sec. 7, we discuss several potential applications of our
system below.

10.6.1  Eating and Drinking Detection. Since our system is able to track upper body poses accurately, it is very
suitable for tracking users’ eating and drinking behavior because these activities usually involve the movements
of hands and arms. If the users wear our device all day long, it can analyze their daily eating and drinking habits
for a long period of time. Moreover, our system has the potential to track more fine-grained information, such as
the type of food and drinks that the users are taking. With this information obtained, our system can provide
constructive suggestions for users on their eating and drinking habits. For example, it can remind users if they
are not drinking enough water every day or if they should have healthier food. In order to verify the feasibility of
our system for tracking users’ eating and drinking behavior, one researcher performed some eating and drinking
activities when wearing our device. The recorded differential echo profile is demonstrated in Fig. 16. As we can
see in the figure, there are clear patterns when the researcher is eating and drinking.

10.6.2 Disease Monitoring. Many neurodegenerative diseases, e.g. Parkinson’s Disease, incur irregular body
movements. The measurement of this kind of irregular movement is usually done at a clinical institution every
several months. However, the patients may also need to monitor the progression of their diseases on a daily basis.
In this case, it becomes inconvenient for patients to frequently go to the clinical institution. However, with our
system, patients can easily record and analyze their body movements on a daily basis. This information is very
helpful and valuable for doctors to monitor the progression of their diseases. We leave this for future exploration.

10.7 Model Compression and Latency

We designed a customized deep learning model for estimating pose from the acoustic signal (details in Sec. 5).
The model takes both original and differential echo profiles as input to infer upper body pose. The model utilizes
32-bit floating point weight tensors to learn the parameters. In order to deploy the model locally, we reduce the
memory footprint of the deep learning model through floating point quantization. In this regard, we adopt a
post-training quantization strategy on saved weights of the model and reduce the weight tensors to 8-bit integer
precision. This approach reduces the ResNet18 backbone deep learning model size from 46.76 Megabytes (1IMB =
10° Bytes) to 10.28 MB. For each sliding window that represents 2 seconds of acoustic signal data, the inference
time on arm64 CPU with the quantized model is 209.53 milliseconds. Using this quantized model, we can estimate
the upper body pose from streaming acoustic data with a latency of 41 milliseconds. This compression approach
can be viewed as a proof of concept for local deployment and the inference time serves as a performance upper
bound. The deployment is the model in Al-accelerated Micro Controller Units (MCUs) can be further explored in
future works.
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10.8 Potential Challenges with the Sensing Technique

The sensing system in PoseSonic relies on transmitting FMCW acoustic signal and deciphering the information
encoded in the reflection. The challenge of using ultrasonic FMCW signal is that it requires a frequency range
(details in Sec. 4) to operate, unlike other signal transmission techniques such as chirps or GSM. The commodity
microphones generally have a sampling rate of 50 KHz and thus a Nyquist frequency of 25 KHz. Therefore, the
sensing range of PoseSonic should be restricted under 25 KHz to work reliably without any artifact in the received
signal. This may create an issue if we extend PoseSonic to a sophisticated version with more transmitters with
different frequency ranges. On the other hand, the sweep period of FMCW reflects the sensing range of PoseSonic
and it is calibrated for upper body pose estimation. Unless there is a drastic change in the physical structure of
the users, the calibration of the FMCW signal will not require any change.

11 LIMITATIONS AND FUTURE WORK

Although PoseSonic offers fine-grained pose estimation with low power, less obtrusive, and privacy-preserving
sensing technique, it has some limitations like other wearable devices. In this section, we discuss the limitations
and evaluate possible workaround from our perspective.

11.1 Head Motion

PoseSonic is a smartglasses form factor with an acoustic sensing system on both hinges. The sensing technique
relies on sound waves reflected on different body parts. In this regard, the reflection varies if the user is having
substantial head movement. Since the deep learning pipeline is trained mostly with action units containing
static or slight head movement, PoseSonic does not perform well in the scenario of larger head movement. This
limitation can be addressed to some extent with the data augmentation technique. We need to include head
motions to the dataset and adopt a transfer learning approach to learn those patterns in the reflection patterns
obtained through PoseSonic.

11.2  Collection of Ground Truth in the Wild

PoseSonic adopt cross-modal supervision as the learning technique for estimating upper-body human pose.
Therefore, it requires a supervisory signal from the synchronized video to train the end-to-end pose estimation
model. However, it is difficult to acquire video ground truth in the wild deployment scenario. Hence, there
is a bottleneck in improving PoseSonic with in-the-wild video data. This limitation can be addressed with
two approaches. First, we can utilize chest-mounted cameras such as GoPro to record the synchronized video.
Nevertheless, this approach cannot capture all the upper body joints with this sort of on-body camera installation.
And, secondly, we can utilize high-precision Inertial Measurement Units (IMUs) as the source of cross-modal
supervision. Although IMUs might not be able to provide information as fine-grained as video frames, it may
help in addressing real-life deployment performance.

11.3  Evaluation on Different Styles of Glasses Frames

During the evaluation of our system, we deployed our system on a glasses frame shown in Fig. 3(b). However, we
did not evaluate our system on different styles of glass frames. Because we place sensors on the hinges of the
glasses, we believe the sensor position is usually similar for most glasses. There might be some special kinds of
glasses with very different frame styles, which will cause the sensor position to shift from that on the current
glass frame we are using. However, we believe the performance of our system will not be severely impacted as
long as the sensors are not blocked and have a good angle of view to emit and receive signals. The performance
of our system on different frame styles is worth exploring in future work.
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12 CONCLUSION

In this paper, we present PoseSonic which is a low-power and minimally-obtrusive acoustic sensing system
on smart glasses. PoseSonic utilizes the sound wave reflection coming from different body parts to infer the
upper limb joint coordinates of the human body. For that, we transmit high-frequency acoustic signals and
compute the cross-correlation between the received signal and the transmitted signal. This enables PoseSonic to
capture the position and movement of upper body joints. Extensive experiments with 22 participants in the lab
and naturalistic setting demonstrate that PoseSonic is able to infer upper body posture across different persons
and environments. We also present the robustness and generalizability of PoseSonic in the scenario of noise.
PoseSonic has the potential to be included as a pose estimation pipeline in future smart glass interfaces. We
discuss the possibility and limitations of those aspects here.
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